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Abstract—This paper presents a new framework, Knowledge-Transfer Generative Adversarial Network (KT-GAN), for fine-grained text-to-image generation. We introduce two novel mechanisms: an Alternate Attention-Transfer Mechanism (AATM) and a Semantic Distillation Mechanism (SDM), to help generator better bridge the cross-domain gap between text and image. The AATM updates word attention weights and attention weights of image sub-regions alternately, to progressively highlight important word information and enrich details of synthesized images. The SDM uses the image encoder trained in the Image-to-Image task to guide training of the text encoder in the Text-to-Image task, for generating better text features and high-quality images. With extensive experimental validation on two public datasets, our KT-GAN outperforms the baseline method significantly, and also achieves the competitive results over different evaluation metrics.

Index Terms—Generative Adversarial Network, Knowledge Distillation, Text-to-Image Generation, Alternate Attention-Transfer Mechanism

I. INTRODUCTION

Photographic Text-to-Image (T2I) synthesis aims to generate a realistic image that is semantically consistent with a given text description, by learning a mapping between the semantic text space and the complex RGB image space [25], [36]. A key challenge in synthesizing realistic objects with semantic details is the heterogeneous gap between high-level concepts in text descriptions and pixel-level contents of synthetic images. Building an effective synthesizer to bridge this domain gap is difficult.

Many approaches [25], [41], [11], [42], [16], [24] based on Generative Adversarial Networks (GANs) [9] bridge the domain gap by utilizing a discriminator to distinguish the synthesized text-image pair and the ground-truth pair. However, such a discriminator alone is usually insufficient to model underlying semantic consistency between text and image [23], and consequently, results in semantic or structural errors in synthesized images (see Figure 1, the “Direct T2I” column).

Recently, the attention mechanism [35], [22], [13] has been exploited to address this problem, which guides the generator to better match certain visual words with corresponding image subregions. But using word-level attention alone does not ensure global semantic consistency due to the diversity between text and image modalities [23]. Thus, MirrorGAN [23] models Text-to-Image and Image-to-Text together to enhance global cross-domain semantic consistency. However, the Image-to-Text in MirrorGAN [23] is still a cross-domain generation, which is not easier than homogeneous generation task such as I2I task. Thus, the problem of semantic inconsistency between heterogeneous information still remains. SEGAN [13] introduces a new contrastive loss and a Semantic Consistency Module (SCM) to better align the synthesized image and the ground truth in feature space. But still due to the heterogeneous semantic inconsistency, SEGAN cannot extract effective text features that can guide the synthesis of realistic and detailed images.

Our observation is that Image-to-Image (I2I) synthesis belongs to a homogeneous generation task, whose information gap is much smaller than that between heterogeneous gap. I2I can generate a synthesized image that has much stronger semantic consistency with the ground truth image. Thus, I2I may effectively guide T2I to better encode text features and synthesize images. As shown in Figure 1, T2I guided by I2I (last column) produces much better results than direct T2I synthesis.

In addition, the recent AttnGAN [35] and its subsequent improvements [10], [13], [17], [22], [31] adopt the word-level attention mechanism to enhance the local semantic matching between word features and local image features. In these algorithms, during the process of image synthesis, the weights of word features are fixed. Consequently, if the attention mechanism does not produce accurate weight estimation in one pass, then important words will be neglected, and image details will be missing. Thus, our second technical development is

![Fig. 1. Images generated by I2I task, Direct T2I task, Guided T2I task (Use I2I to guide T2I to better encode text feature and synthesize images) and the corresponding ground truth (GT).](image-url)
an attention update mechanism so that attention module can gradually focus on important words in a progressive way during the process of image synthesis.

Based on the above observations, we propose a new Knowledge-Transfer Generative Adversarial Network (KT-GAN) for T2I synthesis with two new components: (1) a Semantic Distillation Mechanism (SDM) that uses the I2I task to guide the T2I task for both text feature encoding and image generation, and (2) an Alternate Attention-Transfer Mechanism (AATM) to better identify important words in text. The main contributions of this paper are as follows:

(i) We designed a Semantic Distillation Mechanism with a novel distillation loss function, to use I2I to guide T2I for better text feature extraction and image synthesis.

(ii) We designed an Alternate Attention-Transfer Mechanism to progressively refine word-level attention weights and enrich details of the synthesized image.

(iii) We validated our KT-GAN on two datasets: CUB-Bird [32] and large-scale MS-COCO [19]. Extensive experimental results and analysis demonstrate the effectiveness of KT-GAN and significantly improved performance compared against most previous most state-of-the-art methods on all four evaluation metrics.

II. RELATED WORK

Semantic Attention mechanism. Attention models have been extensively exploited in computer vision and natural language processing, for instance in object detection [40], image/video captioning [39], person Re-identification [33] and visual question answering [29]. In T2I synthesis, recently, AttnGAN [35] introduces the word-level visual attention mechanism for T2I synthesis, it enhances the synthesis of fine-grained details at different image regions. The following work, obj-GAN [17] proposes a object-driven attention mechanism to further improve the detail synthesis, and produces finer images. A limitation of both AttnGAN [35] and obj-GAN [17] is that weight of words are fixed, which sometimes results in attention mechanism neglecting many important words. Recently, SEGAN [13] introduce the attention regularization term to filter out unimportant words and highlight the important words. But it is difficult to find the adaptive threshold in the regularization term.

Recently, [43] propose the attention update mechanism to transfer the pose of a given person to a target pose. The mechanism can effectively and dynamically utilize pose and appearance features to smoothly guide the pose transfer process. Inspired by [43], we propose the suitable attention update mechanism to progressively focus on important words.

Knowledge Distillation. Knowledge Distillation (KD) [34], [15] with neural networks was pioneered by Hinton [8], which is a transfer learning method that aims to improve the training of a student network by relying on knowledge borrowed from a powerful teacher network. This has also been addressed for model compression [2], [7], cross-domain task [20], [1] and continual learning tasks [21], [6]. [2] propose two distinct teacher-student frameworks based on knowledge distillation mechanism for person detection. [20] apply domain-invariant feature distillation mechanism for cross-domain sentiment classification. Lifelong GAN [21] employs knowledge distillation to address catastrophic forgetting for conditional generative continual learning tasks. However, above works belongs to homologous information distillation mechanism, because both teacher task and student task belong to the same or similar tasks. In KT-GAN, we solve the more challenging heterogeneous information distillation task. In our KT-GAN, teacher task (I2I) is quite different from student task (T2I).

III. PROPOSED METHOD

We first revisit the attention mechanism in AttnGAN (Sec. III-A), then introduce our two new mechanisms: the Alternate Attention-Transfer Mechanism (AATM) (Sec. III-B) and Semantic Distillation Mechanism (SDM) (Sec. III-C). By integrating the AATM and SDM into the AttnGAN, we get our proposed KT-GAN.

A. Attention Generator in AttnGAN [35] Revisit

The AttnGAN [35] introduced an Attentional Generative Network (AGN) to guide the synthesis of different sub-regions in the image following their most relevant words. The input text description is transformed into the sentence feature \( s \) and word features \( W_0 \) by a pre-trained bi-directional LSTM text encoder in [35].

As shown in left part of Figure 2, the AGN has \( m \) blocks \((B_0, B_1, \cdots, B_{m-1})\) and the corresponding \( m \) generators \((G_0, G_1, \cdots, G_{m-1})\). The generators take the hidden states \((H_0, H_1, \cdots, H_{m-1})\) as input and generate images of small-to-large scales \((I'_0, I'_1, \cdots, I'_{m-1})\):

\[
B_0 : H_0 = F_0(z, F^{ca}(s)); \\
B_i : H_i = F_i(H_{i-1} || F^{atten}_i(W_0, H_{i-1})), i = 1, 2, \ldots, m-1; \quad (1) \\
G_i : I'_i = G_i(H_i).
\]

Here, \( z \sim N(0, 1) \). \( F^{ca} \) is a conditioning augmentation module [41] that converts a sentence feature \( s \) to a conditioning feature for the generator. \( F^{atten}, F^{atten}_i, F_i, \) and \( G_i \) are modeled as neural networks. Here, \( \| \) denotes the concatenation of two maps along depth axis.

Consider the \( i \)-th block \( B_i \), the black dotted box in the middle row of Figure 2: the core of \( B_i \) is \( F^{atten}_i(W_0, H_{i-1}) \), which can update where to draw or highlight the details of the image according to word feature \( W_0 \). \( F^{atten}_i(W_0, H_{i-1}) \) has two inputs: the word features \( W_0 \in \mathbb{R}^{D \times T} \) (\( T \) is the number of words, \( D \) is the dimension of word features) and the image features from the previous hidden layer \( H_{i-1} \in \mathbb{R}^{D \times N} \). \( F^{atten} \) is computed in three steps: (1) Normalized Cross Correlation (NCC) between \( W_0 \) and \( H_{i-1} \) is computed as the attention weights to words; (2) A word-context matrix \( F^{atten}_i(W_0, H_{i-1}) \) for image feature is computed; and (3) the image feature \( H_i \) is updated by: \( H_i = F_i(H_{i-1} || F^{atten}_i(W_0, H_{i-1})) \). For more details please refer to AttnGAN [35].

B. AATM

We can observe that the input of word feature is always \( W_0 \) in the block \( B_i(i = 1, 2, 3, \cdots, m-1) \) of AttnGAN [35].
A problem for the attention mechanism in AttnGAN is that word weights calculated in a single attentional block are not guaranteed to be correct. As a result, some visually important words could be neglected and their semantics are not reflected in the synthesized image. In order to tackle this problem, we design an Alternate Attention-Transfer Mechanism (AATM) to iteratively and progressively identify visually important words in the sentence. We construct the AATM by introducing a Word Feature Update module into the block $B_i (i = 1, 2, 3, \cdots, m - 1)$, as illustrated in the red dotted box in Figure 2.

Each block $B_i$ in AATM contains two modules: Word Feature Update module (components in yellow in Fig. 2) and Image Feature Update module (components in black in Fig. 2). Firstly, the Word Feature Update module updates the weight of word feature based on the image feature and word feature from the last block. With these blocks, important words will gradually aggregate their weights and they will get highlighted. Secondly, the image features should also be updated according to such change, i.e., image features are synchronized to indicate where to draw the detail on the image according to the updated word features.

**Word Feature Update module.** In the $i$-th block $B_i$, it takes in image features $H_{i-1}$ and word features $W_{i-1}$ from the $B_{i-1}$ block, and outputs the updated word features $W_i$ through a three-step procedure.

1. **(Step 1)** Calculate an NCC Matrix $R^* \in \mathbb{R}^{T \times N}$ between $H_{i-1} \in \mathbb{R}^{D \times N}$ and $W_{i-1} \in \mathbb{R}^{D \times T}$: (i) We map word features to the same latent semantic space of the image features by $W^I_{i-1} = U W_{i-1}$, $W^I_{t-1} = \{w^I_{i-1} \in \mathbb{R}^D | j = 1, 2, \cdots, T\}$, where $U \in \mathbb{R}^{D \times D}$ is a perceptual layer. Each column of $H_{i-1} = \{h^I_{i-1} \in \mathbb{R}^D | j = 1, 2, \cdots, N\}$ (hidden features) is a feature vector of an image’s sub-region. (ii) The word-image Cross Correlation Matrix is $R = (r_{i,j}) = W^I_{t-1}H_{i-1} \in \mathbb{R}^{T \times N}$. Here, $r_{i,j}$ encodes the dot-product similarity between the $i$-th word in the sentence and the $j$-th sub-region in the image. (iii) The NCC Matrix $R^*$ is $R^* = (r^*_{i,j}) = \frac{\exp(r_{i,j})}{\sum_{k \in [1, T]} \exp(r_{k,j})}$.

2. **(Step 2)** Calculate attentional weight mask $\hat{R}$ of words: (i) We reshape $R^* \in \mathbb{R}^{T \times N}$ to $R' \in \mathbb{R}^T$ by maxpooling. Each element in $R'$ represents the maximum similarity of a word to all image sub-regions, which is regarded as this word’s weight. (ii) In order to match $R'$ with the word feature matrix $W'_{i-1} \in \mathbb{R}^{T \times D}$, we reshape $R'$ to attention weight mask $\hat{R} \in \mathbb{R}^{T \times D}$ by repeating the column of $R'$ for $D$ times.

3. **(Step 3)** Update the word feature $W_i$ by

$$W_i = \alpha \cdot (\hat{R} \odot W_{i-1}) + \beta \cdot |W_{i-1}|, (i = 1, 2, 3, \cdots, m - 1)$$

where $\odot$ denotes element-wise product, $\alpha$ is the retention factor of current word feature information, $\beta$ is the attenuation parameter of the word feature information in the previous stage, which reduces the interference of non-important words to some extent. By multiplying the transformed word features $W_{i-1}$ with the weight $\hat{R}$, features $W_i$ of certain words are either preserved or suppressed. The residual connection and the progressive feedback from discriminators of previous blocks together help important words to aggregate their weights quickly.

**Image Feature Update module.** We use the whole operations (Eq. 1) $F_i$ in AttnGAN as the Image Feature Update module in our each block $B_i$. However, in AttnGAN the input word feature of $F_i$ is always $W_0$, but in our AATM, the word features and image features need to be updated alternately, thus, in our each $B_i$, we need to rewrite $H_i = F_i(H_{i-1} | F_i^{\text{att}}(W_0, H_{i-1}))$ in Eq. 1 as $H_i = F_i(H_{i-1} | F_i^{\text{att}}(W_i, H_{i-1}))$. With this modification, our AATM can be implemented correctly.

C. **SDM**

Besides introducing a better attention mechanism (AATM) into the T2I, we also design a new Semantic Distillation Mechanism (SDM) to guide the text encoder to provide better input features for the T2I. As illustrated in the green box in Figure 3, the SDM trains a student task (T2I) under the guidance of a trained teacher task (T2I), which performs the supervised cross-task semantic transfer. Our SDM contains...
three main components: the teacher task (I2I), the student task (T2I), and the Semantic Distillation Loss (SDL).

In the teacher task, we train an I2I task to obtain a good image encoder and a good image generator. We design an SDL to train a good text encoder, GTE (Guided Text Encoder), that matches with the trained image encoder in I2I. In the student task, we train a T2I task to get a good image generator. The implementation steps are as follows.

**Step 1:** Train networks in the teacher task (I2I).

**Step 2:** Train text encoder by SDL.

**Step 3:** Train networks in the student task (T2I).

In **Step 1**, I2I transforms an input image into a global image feature \( v \in \mathbb{R}^D \) by an image encoder. This image encoder is initialized using a pre-trained Inception-V3 [28] on ImageNet [26], and is then fine-tuned during the I2I training. We modify AttnGAN [35] from an I2I synthesizer to an I2I synthesizer. Note that choosing the structure of AttnGAN [35] as the teacher’s network is appropriate, because it aligns well with the T2I task. The modification of AttnGAN mainly includes two operations. (i) Remove the attention mechanism in the generator, use global image feature \( v \) as the input of the generator. (ii) Introduce the perceptual loss \( L_{\text{per}} \) [4] into the I2I to improve the quality of synthesized image. More details of these modifications can be found in Appendix-A.

In **Step 2**, we use the trained image encoder in I2I task to guide training of an effective text encoder for the T2I task.

In **Step 3**, we use the text encoder trained by SDL in **Step 2** to generate text feature as the input to T2I. Meanwhile, we use the generator and discriminator trained in **Step 1** as the initial generator and discriminator. Rather than training the generator and discriminator from scratch, this inheritance greatly improves the generator’s performance.

**Semantic Distillation Loss (SDL).** The core of SDM is SDL. In this distillation, image encoder needs to be fixed, because it was already trained in I2I, and can provide effective feature template for text encoder in T2I to follow. In training process, we should design the SDL to (1) globally, push the sentence feature \( s \) to match the fixed global image feature \( v \), and (2) locally, push the word feature \( W_0 \) to match the fixed image feature’s sub-regions \( V_0 \). The DAMSM loss in [35] is a widely used function to match image features and text features. We made two main modifications on DAMSM Loss. (1) First, unlike AttnGAN [35] that trains both image encoder and text encoder, we modify DAMSM loss to fix image encoder and only train text encoder. (2) Second, DAMSM can not effectively deal with unbalanced easy/difficult data samples in training process. Inspired by [18], Focal Loss can better balance the easy and hard samples. Thus, we further revise the construction of SDL following the design of Focal Loss.

The SDL is composed of \( L_{S^*} \) and \( L_{W^*} \). The distillation loss \( L_{S^*} \) (”S**” stands for “Sentence”) is designed for matching sentence feature \( s \) and global image feature \( v \). The distillation loss \( L_{W^*} \) between Word feature \( W_0 \) and local image feature \( V_0 \) (”W**” stands for “Words”) is designed similarly.

**The distillation loss \( L_{S^*} \).** For a batch of image-sentence pairs \( \{(v_i, s_i)\}_{i=1}^M \), firstly we define the probability of matching between sentence feature \( s_i \) and fixed image feature \( v^*_i \) (trained in I2I) as \( P(s_i, v^*_i) \):

\[
P(s_i, v^*_i) = \frac{2 \cdot \exp(d(v^*_i, s_i))}{\sum_{j=1}^{M} \exp(d(v^*_i, s_j)) + \sum_{j=1}^{M} \exp(d(v^*_i, s_j))}.
\]

(3)

Here, \( d(x, y) \) is cosine distance between \( x \) and \( y \). Then, we define the \( L_{S^*} \) as the negative log matching probability as:

\[
L_{S^*} = - \sum_{i=1}^{M} (1 - P(s_i, v^*_i)) \gamma \log P(s_i, v^*_i).
\]

(4)

Here, \( \gamma \) is tunable focusing parameter \( \gamma \geq 0 \) in [18].

**The distillation loss \( L_{W^*} \).** In \( L_{W^*} \), we aim to make the word feature \( W_0 = \{w^*_0 \in \mathbb{R}^D | j = 1, 2, \cdots, T\} \) (output of the text encoder) to align with the fixed image feature’s sub-regions \( V_0^* = \{v^*_0 \in \mathbb{R}^D | j = 1, 2, \cdots, N\} \) (output of the fixed image encoder).

(1) Following [17], [35], [14], we define a normalized image-text similarity matrix \( R^+ \in \mathbb{R}^{T \times N} \) through two operations:

(1.a) Let \( R = (r_{i,j}) = W_0^T V_0^* \in \mathbb{R}^{T \times N} \) encode the dot-product similarity between the \( i \)-th word in the sentence and \( j \)-th sub-region in the image.

(1.b) This \( R \) is normalized to \( R^* = (r^*_{i,j}) = \frac{\exp(r_{i,j})}{\sum_{k=1}^{N} \exp(r_{i,k})} \), and then normalized to \( R^{+} = (r^{+}_{i,j}) = \frac{\exp(r^*_{i,j})}{\sum_{k=1}^{N} \exp(r^*_{i,k})} \).

(2) Same as [17], [35], [14], we also define the attention-driven word-image matching score:
(2.a) We define the dynamic representation of the image with respect to the $i$-th word using a vector $O_i = \sum_{j=1}^{N} v_i^j \hat{y}_i^j$.

(2.b) We can define the attention-driven word-image matching score between image $v^*$ and sentence $s$,
\[ R_W(v^*, s) = \log(\sum_{i=1}^{T} \exp(\beta_0 O_i \cdot w^*_i))^\frac{1}{\beta_0}, \]
where $\beta_0$ is a factor weighing the importance of the most relevant word-to-region pair. As described in [35], when $\beta_0 \rightarrow \infty$, $R_W(v^*, s) \rightarrow \max_{i=1}^{T} O_i \cdot w^*_i$.

(3) Based on the attention-driven word-image matching score, for a batch of image-sentence pairs $\{(v_i^*, s_i)\}_{i=1}^{M}$, we define the probability of matching between sentence feature $s_i$ and fixed image feature $v_i^*$ (trained in I2I) as $P(s_i, v_i^*)$:
\[ P(s_i, v_i^*) = \frac{2 \cdot \exp(R_W(v_i^*, s_i))}{\sum_{j=1}^{M} \exp(R_W(v_i^*, s_j)) + \sum_{j=1}^{M} \exp(R_W(v_j^*, s_i))}. \]
Finally, follow the design of Focal Loss [18], we define the Generative loss $L_G$ for a batch of image-sentence pairs $\{(s_i, v_i^*)\}_{i=1}^{M}$, the Generative and Discriminative loss $\mathcal{L}_{SDL}$, and the Conditional loss $\mathcal{L}_{C}$.

\[ \mathcal{L}_{SDL} = \lambda_1 \mathcal{L}_S + \lambda_2 \mathcal{L}_W^*. \]

Here, the subscript SDL stands for “Semantic Distillation Loss”.

**Generative and Discriminative Loss in Student Task.** At the Block-B$_t$, the Generative loss $\mathcal{L}_G$, and Discriminative loss $\mathcal{L}_D$, are defined as
\[ \mathcal{L}_G = \frac{1}{2} \left[ \mathbb{E}_{I_i' \sim p_{G_i}} \log D_i(I_i') + \mathbb{E}_{I_i' \sim p_{C_i}} \log(1 - D_i(I_i')) \right] \]
where the unconditional loss is trained to generate images towards the true image distribution to fool the discriminator, and the conditional loss is trained to generate images to match text descriptions.

The discriminator $D_i$ is trained to classify the input into the class of real or fake images by minimizing the cross-entropy loss
\[ \mathcal{L}_{D_i} = \frac{1}{2} \left[ \mathbb{E}_{I_i \sim p_{data_i}} \log D_i(I_i) + \mathbb{E}_{I_i' \sim p_{C_i}} \log(1 - D_i(I_i')) \right] \]
where $I_i$ is from the true image distribution $p_{data_i}$ at the $i$th scale, and $I_i'$ is from distribution $p_{G_i}$, of the generative images at the same scale.

To generate realistic images, the final loss function of the generator and discriminator are defined as
\[ \mathcal{L}_G = \lambda_3 \mathcal{L}_D \text{DAMSM}, \mathcal{L}_D = \sum_{i=0}^{m-1} \mathcal{L}_{D_i}, \mathcal{L}_G = \sum_{i=0}^{m-1} \mathcal{L}_{G_i}. \]
Here, we utilize the DAMSM loss [35] to make generated images better conditioned on text descriptions.

**IV. EXPERIMENTAL RESULTS**

**A. Experiment Settings**

**Implementation details.** The resolution of the images participating in the evaluation are $256 \times 256$. All hyper-parameter values are listed in the Appendix-B. We find the suitable values for these hyper-parameters by a series of ablation studies in the Appendix-C. In the training stage: (i) Train I2I task; (ii) Train SDM; (iii) Train T2I task. In the testing stage: Only input features of sentence and words to the generator of the Student Network.

**Datasets.** Two widely used datasets are used. The CUB-Bird dataset [32] contains 11,788 bird images belonging to 200 categories, and 10 visual description sentences for each image. We pre-process and split the images following the same pipeline in [25], [41]. The MS-COCO dataset [19] contains 80k training images and 40k test images, and each image has 5 text annotations.

**Evaluation.** We compare KT-GAN and other state-of-the-art algorithms using four measures: (1) Inception Score (IS) [27]; (2) Fréchet Inception Distance (FID) [12]; (3) We also compare the Rank-1 score in text-to-image retrieval [5]; (4) Human perceptual test.

IS uses fine-tuned inception models provided by [41] to compute the KL-divergence between the conditional class distribution and the marginal class distribution. A larger IS (better) means that a T2I generator can synthesize a higher diversity of images for all classes, where each image belongs more clearly to a specific class. FID computes the Fréchet distance between synthetic and realistic images based on the extracted features from a pre-trained Inception-V3 network [28]. A lower FID (better) implies a closer distance between generated image distribution and real-world image distribution. The Rank-1 score denotes the most relevant synthesized images for each text sentence in text-to-image retrieval. A bigger Rank-1 score (better) implies the synthesized image has better consistency with the given text. The trained retrieval model provided by [5] was used to calculate the Rank-1. The Human perceptual test aims to judge whether the generated images are well-conditioned on the text descriptions from human subjective perception. In order to conduct the Human perceptual test, we randomly select 1000 text descriptions in the CUB-Bird test set and 2000 text descriptions in the MS-COCO test set. Given the same text description, 30 volunteers (not including any author) are asked to rank the images generated by different methods. The average ratio ranked as the best by human users are calculated to evaluate the compared methods. A bigger score (better) in the Human perceptual test implies the synthesized image has better consistency with the given text description.

**B. Effectiveness of New Modules**

We evaluate the effectiveness of two new components, AATM and SDM, in terms of three measures. The results are documented in Table I. (I) We introduce AATM to replace the attention mechanism in AttnGAN [35], i.e. AttnGAN+AATM. As shown in Table I, AttnGAN+AATM leads to 8.7% and 10.2% improvement of IS, 24.1% and 10.2% improvement...
of FID, and 4.7% and 1.5% improvement of Rank-1, on CUB-Bird and MS-COCO test datasets respectively. (II) If we introduce the SDM to AttnGAN (AttnGAN+SDM), we obtain 9.2% and 12.1% improvement over the AttnGAN in IS, 14.9% and 8.3% improvement over the AttnGAN in FID, and 1.5% and 0.8% improvement over the AttnGAN in Rank-1, on CUB-Bird and MS-COCO datasets respectively. (III) KT-GAN: If we introduce the SDM and AATM into AttnGAN, we obtain 11.2% and 22.3% improvement over the AttnGAN in IS, 27.8% and 15.5% improvement over the AttnGAN in FID, and 5.0% and 1.6% improvement over the AttnGAN in Rank-1, on CUB-Bird and MS-COCO datasets respectively.

In all, Table I shows that both components contribute to the KT-GAN’s performance improvement. The IS of KT-GAN is 4.85 on CUB-Bird and 31.67 on the MS-COCO test dataset. The FID of KT-GAN is 17.32 on CUB-Bird and 30.73 on the MS-COCO test dataset. The Rank-1 of KT-GAN is 32.9% on CUB-Bird and 24.5% on the MS-COCO test dataset.

C. Component Analysis of AATM

We compare IS, FID and Rank-1 of different designs in the Word Feature Update Module (Eq. 2) on the CUB-Bird dataset. Due to GPU memory constraints, we did not try the KT-GAN with more than three blocks. And AATM is employed over the last two blocks. Thus, AATM can only be applied to blocks $B_1$ and/or $B_2$, and there are three possible variants: (I) AATM ($B_1$) indicates that AATM is only implemented in block $B_1$. As shown in Table II, compared with AttnGAN, the performance of AttnGAN+AATM ($B_1$) gains the moderate improvements in these three measures. (II) AttnGAN+AATM indicates that AATM is implemented in both blocks $B_1$ and $B_2$ in this paper. Compared with AttnGAN+AATM ($B_1$), the performance of AttnGAN+AATM ($B_2$) further gains the moderate improvements in these three measures. It demonstrates that progressively adding the AATM into the block ($B_i (i = 1, 2, \ldots, m - 1)$) can effectively improve the performance of generator. (III) In order to show the effectiveness of the residual connection, we drop out residual connection in Eq. 2, i.e. $W_i = \alpha \cdot [\hat{R} \circ W_{i-1}]$. The performance of “AttnGAN+AATM w/o Res” is degraded in these three measures. It indicates that the accumulation of word information from previous blocks also play an important role in synthesizing process.

Figure 4 compares AttnGAN and AttnGAN+AATM by visualizing the iterative update on word weights and their corresponding attention maps. Weights for the top-5 words are listed. The attention maps are plotted on synthesized images: each word’s relevant region is brighter. In Figure 4, the AttnGAN generally can not effectively accumulate important word information and improve attention maps. In the CUB-Bird example (left column), word weights and attention in Block-B$_2$ are not better than in Block-B$_1$ and remain incorrect (e.g., “a” “the” “short” and “beak”). Similarly, in the MS-COCO example (right column), the AttnGAN’s attention always focuses on certain words and misses important visual information from some other words, and eventually leads to bad synthesis. In contrast, our AATM progressively aggregates the weights of important words and enhances the accuracy of their attention. We can clearly see such improvements in Block-B$_2$ over Block-B$_1$ (e.g., left column: “beak” and “short”, right column: “many”, “sheep” and “field”). As for the update module for the Image Feature, the module from [35] is already effective and we simply followed that. So no ablation study on that is discussed here.

D. Component Analysis of SDM

We use ablation study to verify the two designs in our SDM: (1) I2I can guides T2I to get better text encoder, and (2) I2I generators are good initial generators in T2I.

For (1), we use the Guided Text Encoder (GTE) trained by SDL to train AttnGAN+AATM from scratch, i.e. AttnGAN+AATM+GTE. As shown in Table III, compared with AttnGAN+AATM without distillation: the IS rises from 4.74 to 4.80 on CUB-Bird dataset, and from 28.54 to 30.03 on MS-COCO dataset; the FID declines from 20.40 to 18.13 on CUB-Bird dataset, and from 32.54 to 31.22 on MS-COCO dataset; the Rank-1 rises from 29.4% to 32.0% on CUB-Bird dataset, and from 23.7% to 24.2% on MS-COCO dataset. For (2), if we use the trained generator and discriminator in I2I as the initial generator and discriminator in T2I, i.e. AttnGAN+AATM*. As shown in Table III, compared with AttnGAN+AATM, the performance of AttnGAN+AATM* also gains the moderate improvements on the CUB-bird dataset and MS-COCO dataset over three measures respectively. Finally,

<table>
<thead>
<tr>
<th>Method</th>
<th>CUB-Bird IS</th>
<th>FID</th>
<th>Rank-1</th>
<th>MS-COCO IS</th>
<th>FID</th>
<th>Rank-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>AttnGAN [35]</td>
<td>4.36 ±0.03</td>
<td>23.98</td>
<td>27.9%</td>
<td>25.89 ±0.47</td>
<td>35.49</td>
<td>22.9%</td>
</tr>
<tr>
<td>AttnGAN+SDM</td>
<td>4.76 ±0.02</td>
<td>18.21</td>
<td>32.6%</td>
<td>29.02 ±0.17</td>
<td>31.86</td>
<td>24.4%</td>
</tr>
<tr>
<td>AttnGAN+AATM</td>
<td>4.74 ±0.05</td>
<td>20.40</td>
<td>29.4%</td>
<td>28.54 ±0.38</td>
<td>32.54</td>
<td>23.7%</td>
</tr>
<tr>
<td>KT-GAN</td>
<td>4.85 ±0.04</td>
<td>17.32</td>
<td>32.9%</td>
<td>31.67 ±0.36</td>
<td>30.73</td>
<td>24.5%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>CUB-Bird IS</th>
<th>FID</th>
<th>Rank-1</th>
<th>MS-COCO IS</th>
<th>FID</th>
<th>Rank-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>AttnGAN [35]</td>
<td>4.36 ±0.02</td>
<td>23.98</td>
<td>27.9%</td>
<td>24.4%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AttnGAN+AATM (B$_1$)</td>
<td>4.70 ±0.03</td>
<td>20.76</td>
<td>29.0%</td>
<td>29.4%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AttnGAN+AATM</td>
<td>4.74 ±0.05</td>
<td>20.40</td>
<td>29.4%</td>
<td>29.4%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AttnGAN+AATM w/o Res</td>
<td>4.49 ±0.04</td>
<td>22.17</td>
<td>28.3%</td>
<td>28.3%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
we incorporate both designs into the AttnGAN+AATM, i.e., KT-GAN. Compared with AttnGAN+AATM: the IS rises from 4.74 to 4.85 on CUB-Bird dataset, and from 28.54 to 31.67 on MS-COCO dataset; The FID declines from 20.40 to 17.32 on CUB-Bird, and from 32.54 to 30.73 on MS-COCO dataset; The Rank-1 rises from 29.4% to 32.9% on CUB-Bird dataset, and from 23.7% to 24.5% on MS-COCO dataset.

Thus, the effectiveness of the two designs can be demonstrated by these ablation studies. And it indicates that the SDM can help the T2I task bridge the domain gap.

E. Comparison with state-of-the-art GAN models

We compare our KT-GAN with state-of-the-art GAN models for text-to-image synthesis on CUB-Bird and MS-COCO test datasets. The IS for our proposed KT-GAN and other compared methods are listed in Table IV. On the CUB-Bird dataset, our KT-GAN (4.85) leads to the highest IS scores. On the MS-COCO dataset, the KT-GAN (31.67) also performs better than most existing approaches except for the SD-GAN [10]. However, SD-GAN requires multiple text sentences to train the generator. If the given database only contains images with single sentence description (which is common in some practical tasks such as Story Visualization [38] and Text-to-Video [37]), SD-GAN can not be trained. In contrast, KT-GAN and AttnGAN [35] only need one sentence per image and they can be trained normally. Besides, the SD-GAN contains many Siamese branches, which is much more complex than KT-GAN. Thus, SD-GAN require much more powerful hardware devices for training.

In Table V, we compare the different models’ performance using FID and Rank-1. The KT-GAN greatly improves the baseline AttnGAN [35] in terms of FID and Rank-1, on CUB-Bird and MS-COCO dataset respectively. And KT-GAN achieves the best score in terms of Rank-1 on the two standard datasets. However, the FID of KT-GAN is lower than that of DMGAN. Compared with the text descriptions in MS-COCO dataset, the text descriptions in CUB-Bird datasets is
This bird has a black head and wings and orange breast feathers. A bird with a blue breast, black eye patch, short, white bill and black tarsi and thighs. This is a light red bird with a strong, broad, sharp brown bill. This bird has yellow belly, breast, throat, eyebrow with black and grey wings and tail.

A man in glasses snowboarding down a hill. Multiple types of vegetables sitting in a cardboard box. The side of a chartered bus painted with a red horse.

![Images of generated images](image.png)

**Fig. 5.** Images of 256 × 256 resolution are generated by AttnGAN [35], SEGAN [13], DM-GAN [22] and KT-GAN (Ours) conditioned on text descriptions. Texts in the left four columns are from CUB-Bird [32] test datasets. Texts in the right four columns are from MS-COCO [19] test datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>CUB-Bird</th>
<th>MS-COCO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FID</td>
<td>Rank-1</td>
</tr>
<tr>
<td>StackGAN [41]</td>
<td>51.89</td>
<td>14.8%</td>
</tr>
<tr>
<td>HDGAN [42]</td>
<td>25.17</td>
<td>26.6%</td>
</tr>
<tr>
<td>AttnGAN [35]</td>
<td>23.98</td>
<td>27.9%</td>
</tr>
<tr>
<td>SEGAN [13]</td>
<td>18.17</td>
<td>30.2%</td>
</tr>
<tr>
<td>Obj-GAN [17]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DM-GAN [22]</td>
<td>16.09</td>
<td>34.7%</td>
</tr>
<tr>
<td>KT-GAN (Proposed)</td>
<td>17.32</td>
<td>32.9%</td>
</tr>
</tbody>
</table>

**TABLE V**

FID ↓ and Rank-1 ↑ by some GAN models and our KT-GAN on CUB-Bird and MS-COCO test datasets. AttnGAN is our baseline model. The first, second and third scores are shown in red, green and blue respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>CUB-Bird</th>
<th>MS-COCO</th>
</tr>
</thead>
<tbody>
<tr>
<td>AttnGAN [35]</td>
<td>21.36%</td>
<td>19.27%</td>
</tr>
<tr>
<td>DM-GAN [22]</td>
<td>33.74%</td>
<td>35.10%</td>
</tr>
<tr>
<td>KT-GAN</td>
<td>44.80%</td>
<td>45.63%</td>
</tr>
</tbody>
</table>

**TABLE VI**

Human perceptual test results ↑ of KT-GAN comparing with AttnGAN [35] and DM-GAN [22]. The bold is the best result.

more detailed and localized. The Dynamic Memory Module in DMGAN is a kind of local attention mechanism. Our KT-GAN combines the global knowledge distillation strategy with the local word attention enhancement strategy. Compared with our KT-GAN, the DMGAN pays more attention on the details generation indeed. Besides, the Dynamic Memory Module in DMGAN contains too many learning parameters. The good Dynamic Memory Module with more learning parameters can better drive the generator to learn the real data distribution. So, in the CUB-Bird dataset, the FID of DMGAN is better than that of our KT-GAN. In the semantic consistent aspect, our KT-GAN enhances the semantic consistent from global and local aspects. Thus, the “Rank-1” of our KT-GAN are better than that of DMGAN. Besides, because the Dynamic Memory Module in DMGAN contains too many learning parameters. So, the DMGAN’s generator is more complex than our KT-GAN. In all, the results of FID demonstrates that KT-GAN performs better in capturing the feature distribution of more complex real images. The results of Rank-1 demonstrates the KT-GAN leads to better semantic consistency between synthesized images and its text description.

In Table VI, we compared our KT-GAN with AttnGAN [35] and DM-GAN [22] using Human perceptual test. After the volunteers finished the experiment, we counted the votes for each method in the two datasets. The results of subjective test shows that KT-GAN is more effective in terms of semantic consistency. These results demonstrate the superiority of KT-GAN for generating visually realistic and semantically consistent images.

**Visualization.** For qualitative evaluation, Figure 5 shows text-to-image synthesis examples generated by AttnGAN [35], SEGAN [13], DM-GAN [22] and KT-GAN (Ours). Observing the samples generated on the CUB-Bird dataset in the left four columns of Figure 5, images synthesized by AttnGAN [35] and SEGAN [13] are prone to semantic structure ambiguity. The quality of images synthesized by DM-GAN [22] is higher than that of AttnGAN [35] and SEGAN [13], but not as good as that of our KT-GAN. In contrast, our KT-GAN model better
highlights the main object with detail, and its contrast with the background. In terms of multi-subjects image generation, e.g., the MS-COCO data (see the right four columns of Figure 5), it is more challenging to generate photo-realistic images when text descriptions are more complicated and contain multiple objects. Because KT-GAN can better bridge the domain gap between text and image, it can better capture the major objects and arrange contents in a more meaningful way. Eventually, these lead to images with better global structure. More visualizations are given in Appendix-D.

Fig. 6. Examples of KT-GAN on the ability of catching subtle changes (phrase in red) of the text descriptions on CUB-Bird (top) and MS-COCO (bottom) test sets.

Besides, we further evaluate the sensitivity of the proposed KT-GAN by changing just one word or phrase in the input sentence. As shown in Figure 6, the synthesized images are modified according to the changes of the input sentence, e.g., bird color (“blue” versus “yellow”) and image scene (“in a large body of water” versus “on the green field”). It demonstrates that our KT-GAN has the ability to catch subtle changes of the text and retains the semantic diversities and details from text.

V. LIMITATION AND DISCUSSION

Fig. 7. Failure Cases are generated by our KT-GAN on the CUB-Bird test set (top row) and on the MS-COCO test set (bottom row).

Although our proposed KT-GAN shows superiority in generating visually realistic and semantically consistent images, some limitations and discussion must be taken into consideration.

In terms of model design. First, I2I task, SDM and T2I task are not jointly optimized with complete end-to-end training due to limited computational resources. Second, we use AATM to refine the word embeddings for generator, which could be further improved. In the future studies, we can further use some sentence parser to extract the informations of objects or details.

In terms of image visualization. We show some failure images synthesized by our KT-GAN on the CUB-Bird test set (the first row of Figure 7) and the MS-COCO test set (the second row of Figure 7).

On the CUB-Bird dataset (the first row of Figure 7): in the first two images, the body parts of the bird are missing; in the third and the fourth images, the bill of the bird is very strange; in the fifth image, the background is too noisy; in the sixth images, our KT-GAN creates the bird with two heads.

On the challenging COCO datasets (the second row of Figure 7): like all existing approaches, our KT-GAN also cannot effectively extract correlated structural and semantic information to support realistic synthesis; in the first two images, KT-GAN tends to place objects corresponding to specific features at many locations throughout the image; in the last four pictures, the big problem of current methods and our KT-GAN is that objects in the images can not be correctly synthesized by the generator.

We think the above issues are caused by: (i) The generator’s generation capacity is not strong enough; so, it is necessary to design a stronger generator to better synthesize the objects or details; (ii) A single sentence contains very little semantics; Based on the limited semantic information, it is difficult for the generator to synthesize complex images, especially the complex scenes and objects on the MS-COCO dataset; Thus, it is necessary to explore more valid semantic information from more text descriptions to help the generator synthesize high-quality images.

VI. CONCLUSIONS

In this paper, we propose a novel Attention-Transfer Mechanism (AATM) and a Semantic Distillation Mechanism (SDM), and build a Knowledge-Transfer Generative Adversarial Network (KT-GAN) for Text-to-Image (T2I) synthesis. The SDM uses Image-to-Image synthesis to guide the T2I synthesis to better encode text feature and synthesize photographic image. The AATM helps the generator progressively identify important words and enrich the details of synthesized image. SDM and AATM successfully bridge the heterogeneous gap and help the generator synthesize high quality images. Extensive experimental results and analysis demonstrate the effectiveness of KT-GAN and significantly improved performance compared against previous most state-of-the-art methods.
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APPENDIX A
STRUCTURE OF TEACHER TASK (12I TASK)

In the Figure 8, the Teacher Network includes three main modules: the Image Encoder module, the Generator, and Discriminator. In our paper, we describe that the modification of AttnGAN mainly includes two operations. (i) Remove the attention mechanism in the generator, use global image feature as the input of the generator. (ii) Introduce the perceptual loss ($\mathcal{L}_{per}$) [4] into the 12I to improve the quality of synthesized image.

In addition the above two main modifications, compared with AttnGAN [35], the input feature to the synthesizer is image features instead of text features. The corresponding loss functions need to be simply modified. Thus, in the following, we describe the details of loss function in the Teacher Network.

Before describing the loss functions, we simply introduce the pipeline of synthesizer in Figure 8 in order to easily understand the following definition of the loss functions.

A.1: Terminologies for Teacher Network Pipeline

In Section III-C, we explain the student network. Here we elaborate the teacher’s network. They are similar. We use symbols $B'$, $G'$, and $H'$ et al. to represent corresponding $B, G$, and $H$ et al. in the student network (T2I task).

The input image is transformed into global image feature $v \in \mathbb{R}^D$ by a pre-trained Inception-V3 [28] Image Encoder on ImageNet [26]. As shown in left part of Figure 8, the teacher network has $m$ blocks ($B'_0, B'_1, \ldots, B'_{m-1}$) and the corresponding $m$ generators ($G'_0, G'_1, \ldots, G'_{m-1}$). The generators take the hidden states ($H'_0, H'_1, \ldots, H'_{m-1}$) as input and generate images of small-to-large scales ($\hat{I}_0, \hat{I}_1, \ldots, \hat{I}_{m-1}$):

$$B'_0 : H'_0 = F'_0(z', F'^{ca}(v));$$
$$B'_{i+1} : H'_{i+1} = F'_{i+1}(H'_{i+1} || H'_{i+1}), i = 1, 2, \ldots, m - 1; \quad (12)$$
$$G'_i : \hat{I}_i = G'_i(H'_i).$$

Here, $z' \sim N(0, 1)$. $F'^{ca}$ is a conditioning augmentation module [41] that converts a sentence feature $v$ to a conditioning feature for the generator. $F'^{ca}$, $F'_{i}$, and $G'_{i}$ are modeled as neural networks. Here, $||$ denotes the concatenation of two maps along depth axis. In our paper, based on the modification (i) about AttnGAN [41], we modify the $H_i = F_i(H_{i-1} || F'^{attn}(W_0, H_{i-1}))$ in Eq. 1 to $H'_i = F'_i(H'_{i-1} || H'_{i-1})$. In the subsection A, we describe the details of the loss functions in 12I task (Teacher Network).

A.2: Generative and Discriminative Loss

Combining the above modules together, at the $i$-th stage of the teacher network, the Generative loss $\mathcal{L}_{G'_i}$ and Discriminative loss $\mathcal{L}_{D'_i}$ are defined as

$$\mathcal{L}_{G'_i} = \frac{1}{2} \mathbb{E}_{\hat{I}_i \sim p'_{G'_i}} [\log D'_i(\hat{I}_i)] + \frac{1}{2} \mathbb{E}_{\hat{I}_i \sim p'_{G'_i}} [\log D'_i(\hat{I}_i, v)],$$

where the unconditional loss is trained to generate images towards the true data distribution to fool the discriminator, and the conditional loss is trained to generate samples to match the real image feature embedding.

The discriminator $D'_i$ is trained to classify the input into the class of real or fake images by minimizing the cross-entropy loss

$$\mathcal{L}_{D'_i} = \frac{1}{2} \mathbb{E}_{I_i \sim p_{data}} [\log D'_i(I_i)] - \frac{1}{2} \mathbb{E}_{\hat{I}_i \sim p'_{G'_i}} [\log (1 - D'_i(\hat{I}_i)) + \mathbb{E}_{I_i \sim p_{data}} [\log (1 - D'_i(I_i)) + \mathbb{E}_{\hat{I}_i \sim p'_{G'_i}} [\log (1 - D'_i(\hat{I}_i)), (14)]$$

where $I_i$ is from the realistic image distribution $p_{data}$ at the $i$-th scale, and $\hat{I}_i$ is from distribution $p_{G'_i}$ of the generative images at the same scale.
The final objective function of the generative network and discriminative network in the Teacher Network are defined as

$$L_{G^*} = \sum_{i=0}^{m-1} L_{G_i^*} + \sum_{i=0}^{m-1} \eta_i L_{per,i}, L_{D^*} = \sum_{i=0}^{m-1} L_{D_i^*}. \quad (15)$$

Here, we train $L_{G^*}$ and $L_{D^*}$ using the entire training dataset.

APPENDIX B
NETWORK/ALGORITHM PARAMETERS

Based on experiments on a held-out validation set, we list the hyperparameters in Table VII. Due to GPU memory constraints, we did not try the KT-GAN with more than three blocks. Thus, we set the parameter $m = 3$ in this paper.

### Table VII

<table>
<thead>
<tr>
<th>Parameter Values of Our KT-GAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hyperparameter</td>
</tr>
<tr>
<td>Dimension of output in Text and Image Encoders</td>
</tr>
<tr>
<td>$\alpha$, $\beta$ in Eq. 2</td>
</tr>
<tr>
<td>$M$ in Eq. 4 and Eq. 7</td>
</tr>
<tr>
<td>$\gamma$ in Eq. 4 and Eq. 7</td>
</tr>
<tr>
<td>$\beta_0$ in Eq. 5</td>
</tr>
<tr>
<td>$\lambda_1$, $\lambda_2$ in Eq. 8</td>
</tr>
<tr>
<td>$\lambda_3$ in Eq. 11</td>
</tr>
<tr>
<td>$\eta_0$, $\eta_1$, $\eta_2$ in Eq. 15</td>
</tr>
</tbody>
</table>

APPENDIX C
NETWORK/ALGORITHM PARAMETERS DISCUSSION

In this subsection, we mainly find the suitable values for these hyper-parameters in Table VII by a series of ablation studies.

1) $\alpha$, $\beta$: The $\alpha$, $\beta$ is the important hyper-parameters in the KT-GAN. The hyper-parameters $\alpha$ and $\beta$ belong to the AATM module. We use the AttnGAN+AATM to discuss the sensitivity of the hyper-parameters $\alpha$, $\beta$. As shown in Table VIII, when the $\alpha = 0.85$, $\beta = 0.9$ or $\alpha = 0.9$, $\beta = 0.85$, the AttnGAN+AATM achieves the best performance in the three measures.

### Table VIII

<table>
<thead>
<tr>
<th>Inception Score (IS ↑), FID ↓ AND RANK-1 ↑ of Different Values of the Hyper-parameters $\alpha$, $\beta$ on CUB-Bird Dataset.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>$\alpha = 1.0$, $\beta = 1.0$</td>
</tr>
<tr>
<td>$\alpha = 0.85$, $\beta = 0.9$</td>
</tr>
<tr>
<td>$\alpha = 0.9$, $\beta = 0.85$</td>
</tr>
<tr>
<td>$\alpha = 0.5$, $\beta = 1.0$</td>
</tr>
<tr>
<td>$\alpha = 1.0$, $\beta = 0.5$</td>
</tr>
<tr>
<td>$\alpha = 0.5$, $\beta = 0.5$</td>
</tr>
</tbody>
</table>

2) $\gamma$: In the SDM, we introduce the focal loss into the cross-modal knowledge distillation stage. We hope the focal loss can better balance the hard samples and easy samples in the cross-modal knowledge matching process. Here, the $\gamma$ is the important hyper-parameter in the focal loss [18]. In this subsection, we mainly find the suitable value for $\gamma$ in the KT-GAN. In Table IX, when the hyper-parameter $\gamma = 2.0$, the KT-GAN gains the best performance on the CUB-Bird test set over these three measures.

### Table IX

<table>
<thead>
<tr>
<th>IS ↑, FID ↓ AND RANK-1 ↑ of Different Values of the Hyper-parameter $\gamma$ on CUB-Bird Dataset.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>$\gamma = 0$</td>
</tr>
<tr>
<td>$\gamma = 0.5$</td>
</tr>
<tr>
<td>$\gamma = 1.0$</td>
</tr>
<tr>
<td>$\gamma = 2.0$</td>
</tr>
<tr>
<td>$\gamma = 5.0$</td>
</tr>
</tbody>
</table>

3) $\beta_0$: $\beta_0$ is a factor that determines how much to magnify the importance of the most relevant word-to-region context pair. When $\beta_0 \to \infty$, $R_t(v^*, s) \to \max_{i=1}^{m} O_i \cdot w_0^t$. So, in this subsection, we find the suitable value for the $\beta_0$. As shown in Table X, when $\beta_0 = 1, 2, 5$, the performance of the KT-GAN is stable. When $\beta_0 = 2, 5$, KT-GAN achieves the best performance on the CUB-Bird data set over these three measures.

### Table X

<table>
<thead>
<tr>
<th>IS ↑, FID ↓ AND RANK-1 ↑ of Different Values of the Hyper-parameter $\beta_0$ on CUB-Bird Dataset.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>$\beta_0 = 1$</td>
</tr>
<tr>
<td>$\beta_0 = 2$</td>
</tr>
<tr>
<td>$\beta_0 = 5$</td>
</tr>
<tr>
<td>$\beta_0 = 10$</td>
</tr>
</tbody>
</table>

4) $\lambda_3$: In the training stage of KT-GAN, we also utilize the DAMSM loss [35] to make generated images better conditioned on text descriptions. Same as AttnGAN [35], we also set $\lambda_3 = 5$ in our KT-GAN. Besides, we further show the performance of KT-GAN based on different value of the hyper-parameter $\lambda_3$ in Table XI. When $\lambda_3 = 0, 5, 10$, the performance of KT-GAN is stable.

### Table XI

<table>
<thead>
<tr>
<th>IS ↑, FID ↓ AND RANK-1 ↑ of Different Values of the Hyper-parameter $\lambda_3$ on CUB-Bird Dataset.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>$\lambda_3 = 0$</td>
</tr>
<tr>
<td>$\lambda_3 = 5$</td>
</tr>
<tr>
<td>$\lambda_3 = 10$</td>
</tr>
<tr>
<td>$\lambda_3 = 50$</td>
</tr>
</tbody>
</table>

5) $\eta_0$, $\eta_1$, $\eta_2$: $\eta_0$, $\eta_1$, $\eta_2$ is hyper-parameters in the teacher network of KT-GAN. The $\eta_0$, $\eta_1$, $\eta_2$ balance the learning weights of the three scale perceptual losses in the teacher network. Table XII shown the main results on the CUB-Bird test set. As shown in Table XII, when $\eta_0 = 10^{-3}$, $\eta_1 = 10^{-2}$, $\eta_2 = 10^{-1}$, KT-GAN achieves the best performance in the CUB-Bird dataset over three measures.
A woman that is standing in front of a tray of food.

A pack of “Hiragishi Donuts” in a plastic container wrapped in a rubber band.

A sky view looking at the clock tower of a building.

Two men in a red jackets snow boarding down the snow.

A plate containing servings of meat, broccoli and beans.

A doll standing next to vase filled with flowers and plants.

A green bus is packed near a city curb.

A red and white tug boat drifting in the water.

Fig. 9. Images of 256 × 256 resolution are generated by our KT-GAN, DM-GAN [22], SEGAN [13], and AttnGAN [35] (baseline) conditioned on text descriptions from MS-COCO test datasets.

A kitchen with a very messy counter space.

The pizza is cheesy with pepperoni from the topping.

A lush green hillside covered in cows grazing.

A large clock tower towering above a city with clocks on every side.

A dog jumping to catch a frisbee in a yard.

Snow piled high around pipes with people walking in background.

Many people are walking along a crowded market place.

Cut daffodils and bachelor’s buttons lay on a white surface.

Fig. 10. Images of 256 × 256 resolution are generated by our KT-GAN, DM-GAN [22], SEGAN [13], and AttnGAN [35] (baseline) conditioned on text descriptions from MS-COCO test datasets.

APPENDIX D
MORE VISUAL COMPARISON RESULTS

In this section, we show more visual comparison results between our KT-GAN, DM-GAN [22], SEGAN [13], and AttnGAN [35] (baseline) on the CUB-Bird and MS-COCO dataset in Figure 11, Figure 12, Figure 9, and Figure 10. These visual comparison results further demonstrate the generalization ability of the KT-GAN. Besides, we show more generated results on CUB-Bird dataset and MS-COCO dataset. As shown in Figure 13, we further show 400 images for each dataset. Since the limited size of the Appendix, you can download these figures from
Fig. 11. Images of $256 \times 256$ resolution are generated by our KT-GAN, DM-GAN [22], SEGAN [13], and AttnGAN [35] (baseline) conditioned on text descriptions from CUB-Bird test datasets.

Fig. 12. Images of $256 \times 256$ resolution are generated by our KT-GAN, DM-GAN [22], SEGAN [13], and AttnGAN [35] (baseline) conditioned on text descriptions from CUB-Bird test datasets.

https://pan.baidu.com/s/1lQCfAcCfiWi41B2DHiWGemA, password: qqx1, and view more details.
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