Electrical & Computer Engineering

SEMINAR

Louisiana State University

Learning, Dynamics, and Incentives in Multi-Agent Networks
Rohit Parasnis

Massachusetts Institute of Technology

Abstract—Dynamical processes in multi-agent networks—ranging from distributed machine learn-
ing in networks of mobile devices to belief evolution in social networks—pose significant analytical
challenges arising from uncertainties in network topology and the cognitive and behavioral non-
idealities of human agents. These are accompanied by design challenges associated with balancing
multiple performance objectives, such as energy-efficiency and training speed. In this two-part talk,
I argue that such challenges can be addressed by using tools from networked control, optimization,
and game-theoretic incentive design, and by developing new tools where necessary.

The first part focuses on an analysis problem: can we establish convergence guarantees for averaging-
based distributed algorithms operating over time-varying networks with uncertain, poor, or aperi-
odic connectivity? We answer this affirmatively by generalizing the eigenvector assertions of the
Perron-Frobenius theorem, a cornerstone of matrix analysis, to stochastic matrix sequences. These
results have implications beyond distributed learning and control.

The second part addresses a design problem: in resource-based industries, how can we design eco-
nomic incentives to align environmental sustainability with producer well-being? Using a coupled-
activity network game model, we formulate this question as a non-convex welfare maximization
problem. We show that when incentive adjustment bandwidth and maximum feasible penalties
are jointly sufficient, we can improve both welfare and sustainability without reducing any agent’s
equilibrium utility. When joint sufficiency fails, a convex relaxation of the original problem provides
a useful solution, which we interpret through node centralities.
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