
LSU EE 7722 Homework 3 Due: 19 April 2021

For the week of 19 April 2021 read Yang ASPLOS 20 (Interstellar) [5] and Jouppi CACM 20 (TPU v2
and v3) [2]. These papers are freely available when accessed from on campus. E-mail me if you have any
problems obtaining the papers.

There are no questions to be answered for this assignment. Questions will be assigned in an upcoming
assignment, which possibly may be called Homework 3 too.

Yang ASPLOS 20 [5] describes an exploration of possible hardware designs to implement convolutional
and fully connected neural network layers. In class we talked about an earlier design study, Eyeress [1], which
also reported on a design-space exploration, but one which focused on what they called the row-stationary
dataflow. Chen, with Parashar as the lead author report on a broader exploration in their Timeloop paper,
Parashar ISCA 19 [4]. For this assignment concentrate on the Yang paper and look at the other papers for
background.

Jouppi 20 CACM, [2] describes Google’s TPU v2 and v3. As mentioned in class, the TPU uses one
or two large systolic arrays. Google’s first TPU, described in an earlier paper [3], was intended only for
inference and since it was something of a first effort, avoided complex and unimportant features. TPU v2
and v3 took advantage of this experience, but also was designed for training workloads, and so required true
FP MAC units and more flexible programmability.
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