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Abstract

B wo have developed a nearreal-time computer syseem that
cun locare and track a subject’s head, and then recognize the

persen by comparing characteristics of the fce 1o those of

known individuals. The compuational approach mken in this
system is motivared by both physalogy and information theory,
as well as by the practical requircments of nearreal-time per.
formance and acouracy, Our approach ears the fce recop.
nitien prallem bs oan inrinsically peo-dimensional (2-00
recognition problem rather than requiring recovery of throge
dimensional geomenny, mking advaniage of the fao thar fces
arc norally uprighe and thos may be described by asmall se
of 2.1 characteristic views, The svstem functions by projecting

INTRODUCTION

The face is our primary focus of arention in social in.
tercourse, playing a major role in conveying identity and
ermclion. Although the ability w infer inelligence or
character from Facial appearance is suspect, the huaman
ability 1o recognize fices is remarkable, We can recog-
nize thousands of faces learned throughout our lifetime
and identify Timiliar fees ac a glince even alter vears of
separation, This skill s quite robast, despite large
changes in the wisual stimulus due o viewing conditions,
expression, aging, and distractions such as glasses or
changes in hairsivle or facial haie As o consequence the
visual processing of human [aces has fascinated philos-
ophers and scientists for centuries, including ligures such
as Aristotle and Darwin,

Computational models of face recognition, in partic
ular, are interesting because they can contribute not only
1o theoretical insights but also o practical applications.
Computers that recognize faces could be applied to a
wide variety of problems, including criminal identifica-
tion, securily systems, image and Glm processing, and
human—compurer interaction. For example, the ahility to
madel a particular face and distinguish o from 2 large
number of stored lace models would make it possible
tor vastly improve criminal identilication. Even the ability
toomerely detect Bices, as opposed w recognizing therm,
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Face hnages onto o feature space thal spans the siznificant
virigions amaong known Bwe bnages The significant leanres
are known as “elgenfices” bocause they are the eigenvectors
iprincipal components) of the sot of faces; they do not neces
sarily correspond o feaores such as eves, ears, and noses. The
projection aperation characterizes an individual face Iy a
weighted sum of the eigenface features, and s0 o recognize 3
Pal'litll]:il' Fice i necessary only o compre rhese wrighis (o
those of known individuals, Some particubie advantases of our
approach are that it provides foe the ability we learn and laer
revoiEnise new faces inoan vnsuperyised manner, and o i s
casy 10 implement using a neural network architecture, W

can b important Detecting laces in photographs, for
instance, is an important problem in auomatiog color
film development, since the effect of many enhancement
anel noise reduction rechnigues depencds on the piciure
content (eg., foes should not be dnted green, while
perhaps grass should )

Unforunately, developing a computational model of
face recognition is quite difficult, because Faces are com-
plex, multidimensional, and meaningtul viseal stimuali,
They ave a natral class of objects, and staod in stk
COMHTast o sine wave geatings, the "blocks world,” ancd
other artificial stimuli vsed in buman and computer vi-
sion reseacch {Davics, Ellis, & Shephoerd, 19810 Thus
unlike most early visual functions, for which we may
construet detailed models of cetinal or striate activie,
[ace recognition is 4 very high level sk for which com-
putational approachies can currently only suggest broad
constraints on the corresponding neural activiee

We therefore focused our research osward developing
i sore of early, preatentive pattern recognition capability
that does not depend on having three-dimensional in-
formation or detaled geomerry, Our goal, which we
believe we have reached, was to develop a computational
moclel of fice recopnition that is Gst, reasonably simple,
and accurate i constrgined environments such as an
office or a household, Tnoaddition the approach is bio-
logically implementable and is in concert with prelimi-
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nary Nodings in rhe physiology and psyeholosy of fee
FECOENITIon,

The scheme is based on an information theory ap
proach that decomposes face images into o small ser of
characteristic featwre fmages called “eigenfaces,” which
ity b thoughe of as the principal components of the
itial waining set of fce images. Recognition is per-
lormed by projecling a new image into the subspace
spanned by the eigenfaces (“lace space™) and then clas-
silving the [ace by comparing its positon in lace space
with the positions of known indivduals,

Autenmatically fearming and laer recognizing new faces
is practical within this framework, Recogniton uncer
widlely varving conditions is achioved by reaining on a
limited number of characteristic views {eg, a “stright
on” view, 1 45° view, and a profile view), The approach
has advaniages over ather face recognition schemes in
its spreed and simplicity, learning capacice, and insensitiv
ity 1o small or gradual changes in the face image,

Background and Related Work

Much of the worl in computer recognition of faces has
fecused on detecting individual features such as the eves,
nese, routh, and head owtline, and defining a Tce moddel
b the position, sive, and relationships among these fea-
teres, Such approaches have proven difficult 1o extend
w mulliple views, and have often been quite [ragile,
rizguiring a goeod initial puess o goide them. Research
m buman strategies of e recopnition, moreover, has
shown thay individual features and their immediate re-
Lationships comprise an insufficient representation o ae-
count - the perlormance of adull human face
identilication (Carey & Diamonel, 1977) Nonetheless,
this approach o face recognition remains the maost pop-
ular one in the computer vision literature,

Bledsoe (196000 was the first 10 atempt semiauto-
mared face recognition with a hebaid buman-computer
swatern thar classified Taces oo the basis of Aducial marks
entered on phatogeaphs by barel Parameters for the
classification normalized  distances  and
ameng poinis such as eve corners, mouth corners, nose
vip, ancd chin point Later waork ac Bell Labs (Goldstein,
Harmen, & Lesk, 1971 Harmon, 1971 developed a vee
tor of up oo 21 features, and recognized faces using
standard panern clssification wechniques, The chosen
lerrures were largely subjective evaluations (eg., shade
of hair, length of ears, lip thickness) made by human
subjects, cach o which would be quite difficulr o
anlomate

An carly paper by Fischler and Elsehlager (19739 ar-
tempted o measure similar features automatically, They
clescribed a linear embedding algorithm thar vsed local
leatre templae matching and a global measure of it w
hinel ancl measure facial feamres, This wemplae matching
approach has been continued and improved by the re
cent work of Yoille, Cohen, and Hallinan (1989 (see
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Yuille, this volume ). Their straregy is based on “deform-
able templaes” which are parameterized models of the
Bace and Js feaures in which the parameter values are
determined Iy interactions with the image,

Connectionist approaches o face identitication seek 1o
capture the configurational, or gesale-like nare of the
task, Kobonen {19893 and Kobonen and Lahtio (1981
describe an associative nerwork with a simple learning
algorithr thar can recognize (clissif) Bce images and
recall a fuce image from an incomplete or aoisy version
input to the network. Fleming and Coteell (19907 extend
these ideas using nonlinear units, tmining the svstem by
Backpropagation. Stonham's WISARD syvstem (19860 is a
general-purpose pattern recognition device based on
neural net principles. It has been applied with some
stccess 0 binary [ace images, recognizing bath identiny
and expression. Most connectionist systems dealing with
faces (see also Midorikawa, 1988 OFToole, Millward, &
Anderson, 195887 treat the input image as a general 2.0
pattern, and can make no explicit use of the configura
lonal properties of 4 fee, Moreover, some of these
swstems require an inocdinae number of training ex
amples 0 achieve o reasonable level of performance.
Only very simple svstems have been esplored o dare,
and it is unclear how they will scale 1o larger problems.

Others have approachod sutomated Tace recognition
by characierizing a Face by a set of geometric parameters
anel performing patern recognition based on the param-
elers {egg, ki & RKobavashi, 19720 Cannon, Jones,
Camphbell, & Maorgan, 1986, Craw, Ellis, & Lishman, 1957,
Wong, Liw, & Tsaug, 1989 Kanade's (19730 face ideni-
featiom svstem was the frse (and still one of the Tew)
systems inowhich all steps of the recognition process
wre automated, using a op-down conteol strateay di-
rected By a generic model of expected Feature charac-
teristics, Flis system calenlieed o set of Tacial parameters
[roam asingle face image and used a partern classification
wechnique o match the face from a known set, a purely
statiseical approach depending primarily on local histo-
gram analvsis and absolute grav-scale values,

Becent work by Burt (1988a1) uses o “smart sensing”
approach based on multiresolution emplate masiching,
This coarse-to-fine srstogy uscs a special-purpose con
puter buill w caleulare multiresolution pyramid images
quickly, and has heen demonstrated idenmtifving people
i near-real-tme, This svsten works well under limied
ciccumstances, but should suffer from the wypical prob-
lems of correlation-based matching, including sensitivity
ter dmage sive and noise, The fee medels are built by
hand from face images.

THE FIGENFACE APPROACH

Much of the previous work on automated face recogni-
ticn has ignored the issue of just what aspects of the face
stimulbus are impartant For idencification, This suggested
tex us that an information theory approach of coding and
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decoding face images may give insight into the infor-
muttian content of fiee fmages, emphusizing the signifi-
canr local and global “features.” Such features My or
may not be directly related to our intuitive notlion of fice
features such as the eyes, nose. lips, and hair, This Py
have imporant implicatons for the use of identification
tols such as ldentikit and Phowolit { Bruce, 1988,

I the language of information theory, we want 16
extraet the relevant information in a face image, encode
itas efficiently as possible, and compare one Lice encod-
ing with adaabase of models eneoded simila rly, Asimple
approach w extracting the information conttined in an
image of a face i to somehow capiure the variation in a
wollection of face images, inclependent of any judgment
of leatures, and use this information o encode and com-
pare individual face images.

In mathematical terms, we wish to find the principal
components ol the distribution of faces, or the eigenvee
tors of the covariance marix of the set of fce LA Ees,
IEIng an dmaEge as a4 point (or vector) in o very high
dimensional space. The eigenvectors are ordered, each
one gocounting for a different amount of the variation
anong the fce images,

These egenvectors can be thought of a3 3 set of fea
tures that ogether characterize the wariaton between
face images, Each image location comributes more or
less to each cigenveaor, so that we can displav the ei.
genvedtor as 4 sor of ghostly face which we call an
eigenface. Some of the faces we studied are illusteared
in Figure 1, and the corresponding cigenfaces are shown
in Figure 2, Each eigenface deviates from uniform aray
where some fwcial feature differs arnong the ser of rain-
ing faces; they are a sort of map of the variations berween
Fces,

Each individual face can be represented exactly in
terms of a linear combination of the eigenfaces. Fach
tace: can also be approximated using only the “best”
cigenfaces—those thar have the largest eigenvalues, and
which therefore account for the most variance within
the set aof face images. The best eigenfaces span an
M-dimensional subspace—"face space™—of all passible
LA s,

The et of using igenfices wis motivated b a1 rech-
nigue developed by Sirovich and Kicby (19873 ard Kirlsy
and Sivovich (1990} for efliciently representing plelres
ol faces using principal component analysis. starting with
an cnsemble of original fice images, they caleulared a
best coordinate system for image compression, where
cach coordinate s actually an image that they termed an
eigenpictire. They argued thae, ac least in principle, Ay
vollection of face images can be approsintely recon-
structed by storing a small collection of weighis For each
face and a small set of standard pictures (the Cigenpic-
tures), The weights describing each face are found by
projecting e Fee image onto each cigenpicture,

It peeurred w us that if @ multitude of Fiee images can
be reconstructed by weighted sums of 2 small collection

of characteristic features or eigenpictures, perhaps an
etficient way to learn and recognize laces would he 1o
build up the characteristic features by experience over
time and recognize particular faces by comparing the
feature weights needed 1o (ap woximalely) reconsiruet
them with the weights associated with known individuals,
Each incividual, therefore, would be characterized by
the small set of feawre or eigenpicture wiighis needed
o describe and reconstruce them—an extremely com
pact tepresentation when compared with the images
themselves,

This appreach 1o face recognition involves the follow-
ing inidalization operations:

L fequire an initial sel of face images (the training
sl

2, Caleulate the eipenfaces from the tritining set, keep-
g only the W images that correspond 1o the highes
cigenvalues, These M images define the face spce. As
new faces are experienced, the eigenfaces can he -
e or recalenlated,

A Calculae the corresponding distribution in M-di-
mensional weight space for each known individual, by
projecting their face images onto the “fice space,”

These operations can also be performed from rime
o time whenever there is free excess computationsl
Capsciy.

Flaving initialized the swstem, the Followi ng sleps dare
then used w recognize new face iTges:

L. Caleulate a set of weighes based on the input image
andd the M eigenfaces by projecting the inpur image onio
each of the eigenfices.,

4. Determine il the image is a face ar all (whether
known or unknown) by checking to see il the image i
sulliciently close o “face space”

A0 is o face, classife the weight pattern as either a
J'i'l'l{]'i'k']'.l PCI:'?"E': s or as lJI'IkI'I{_'I"-".-'I'l.

4. (Optional) Update the eigenfaces andror wzighi
[FAtEr s,

5. (Optional ) If the same unknown face is seen several
times, calevlate its characteristic weight pattern and in-
cerporale inrg the known faces.

Calculating Figenfaces

Let i face image () be o two-dimensional & b NV array
ol (H-hity intensity values. An image may also be consid-
ered as a vector of dimension A7, so that a typical image
ofsize 256 by 236 becomes avector of dimension 05,530,
or, equivalently, a point in 63,536-dimensional space. An
ensemble of images; then, maps 0 a collection of points
in this huge space.

Images of faces, being similar in overall configuration,
will nat be randomly diseribuled in this huge image space
and thus can be described by a relatively low dimen-
sional subwspace. The main idea of the principal compo-
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nent analysis (or Karhunen-Loeve expansion is to find
the vectors thar best account for the distribution of Fiee
images within the entire image space. These vectors die
line the subspace of face images, which we call “face
space,” Fach vecior is of length N describes an & by N
image, and is a linear combination of the original face
images, Because these vectors are the eigenvectors of
the covariance matrix corresponding to the original face
images, and because they are face-like in appearance, we
refer o them as “eigenfaces” Some examples of eigen-
faces are shown in Figore 2,

Let the training set of face images be U T, L
L'y The average face of the set is defined by W =
wELL1 Do ach face differs from the average by the
vector @ = T — W an example raining set is shown
i Figure la, with the average face W shown in Figure
1h. This set of very large vectors is then subject w prin-
cipal component analysis, which secks a set of M ortho-
normal vectors, w,, which best describes the distributon
of the darta, The &th vecror, we, is chosen such thar

[ AT

A = = E (ugdr, ) {1

is a maximum, subject o
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Figuere 1. fa)lace images
sl s the trwnmg sl

1, iff=fk
0, otherwise {2

ll.fu.b = dp = {

The vectors we and sealars Ny are the eigenvectors and
eigenvalues, respectively, of the covariance matrix

A

) A -
G _M,,%ﬁ @, (33
= A4"
where the matrix A = |[@, @, | The marrix ¢,

however, s 4 by A% and determining the &2 gigenvec
tors and eigenvalues is an intractable 1ask for wepical
image sizes. We need a compurationally feasible methed
tex lirel these sigenvectors.

I the number of data points in the image space is less
than the dimension of the space (M < 47), there will be
only M — 1, rather than &, meaningful eigenvectors,
{The remaining eigenvecrors will have associated eigen-
vilues of wero) Forumately we can solve [or the &
dimensional efgenvectors in this case by first solving for
the eigenvectors of an A7 by M mutrix—eg., solving a
16 X 16 matrix rather than a 16384 x 16,384 matriz—
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Figure 2, seven of te gigenioes calouknea from e inpur images
of Figure 1,

and then tking appropriate linear combinations of the
face images 9 Consider the elgenvectons v of A°A such
that

AlAv, = pv; {4)
Premualiplymg both swles by A, we have
AA Av, = v {5)

[rom which we see thal Aw, arve the eigenvectors of @ =
i
Ad”

Following this analysis, we construct the M by M matrix
I = AA where Loy, = ®LM,,, and find the M cigenver:
tors, v, of £, These vectors determine linear comlyina
tions of the M training ser face images 1w form the
eigenfaces ny

M
w= ey P= M (6
B

Witk this analvsis the caleulations are greatly reduced,
[ron the order of the oumber of pisels in the images
(0 oo the order of the number ol images in the rainiog
st G In practice, the aining st of face images will
hie relatively small (4 = A3 and the caloulations become
uite maragealble, The associated elgenvalues allow us
Lo rank the eigenvectors according o their usefulness in
charncterizing the varition among the inages, Figoee 2
shows the 1op seven eigenfaces derived from the input
imuges of Figure 1,

Using Eigenfaces to Classify a Face Image

The cigentace images calculated from the eigenvectors
of £ span o basts ser with which o deseribe o dmages.
sirovich and Kicby (1987 ) evaluated a limired version of
this framework an an ensemble of M = 115 images of
Cancastan males, digitieed moa conoolled manner, and
found thar abour 40 eigenfaces were sufficient for a very
aoocl deseription of the se ol lace images, With A =
40 eigenfaces, BMS pixel-by-pixel errors in representing
cropped versions of face images were abouat 2%,

Sinee the cigenlaces seem adeqguare foe describdng face
images under very controlled condirions, we decided
investigate their uselulness as a ool Tor bee idendbo
tion. In practice, @ smallee M s sufficient for identifica-
tion, since aceurate reconstruction of the image is not a
recuirement. In this Framework, idenmilication becomes
a patern recognition task, The eigenfaces span an M-
dimensional subspace of the original A7 image space,
The M significan eigervectons of the £ marrix are chosen
as those with the largest associaed eigenvalues, [n many
of our test cases, based on M = 16 e images, W =7
cigenlaces were used,

Ao Face Trnage (s transformed inee i cigenface
components (projected inlo “face space™) by oa simple
CIHEFLIOT,

gy = UI{[‘—WJ ':_"}

foorde = 1, .., M This describes o see of pointbypoint
image muliplications and summations, operations pee-
formed at approximately fame mate on current image
processing hardware, Figore 3 shows an image and s
projection into the seven-dimensional face space

The weights form @ vector 0F = [wy, @y .., o] that
describes the conribution of each eigenface in repre-
senting the input face image, treating the elgenfces as 3
basis set for face images. The vector may then be used
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ina standard pattern recognition algorithm o find which
of a number of predefined face classes, it any, best de-
scribes the face. The simplest method for determining
which face class provides the best description of an input
face image is o find the face cldss & thar minimizes the
Euclidian distance

e = (- (8)

where LB i5 0 vector describing the gth Bee class, The
face classes £, are calculated by averaging the results of
the cigenface representation over i small number of fice
images (as few as one) of each individual, A face is
classified as belonging to class £ when the minimum e
is below some chosen threshold O Otherwise the Face
is classibed as "unknown,” and oprdonally used 1o creae
a new face class.

Because creating the vector o weiglhes is eguivalent ro
projecting the original face image onto the Lowedimen
siomal Face space, manyv images (most of them looking
uothing like a face) will project onto a given pattern
vector. This is not a problem for the system, however,
since: the distance € betaeen the image and the face
spatce s simply the squared distance between the mean-
adjusted input image @ = T — ¥ and P, = =7, wu,
il projection onto face space:

e = | — iy (9

Thus there are four possibilities Tor an input image and
its pattern vector (1) near face space and near a fage
class, {27 near fce space but not near a known Foe class,
{33 distant from face space and near a lace class, and (4)
dlistant [rom lace space and not near a known foe class,
I the frst case, an individual is recognized and iden-
tlicel, In the second case, an unkoown individual is pres-
ent. The last twi cases indicate that the image s not a
face image. Case three typically shows up as a false pos-
iive in most recognition systems; inoour framework,
howeever, the false recognition may be deteated becanse
of the significant dissance between the image and the
subspace of expected face images. Figure 4 shows some
brages and their projections inte [bee space and gives 2
measure of distance from the fice space for each,

Summary of Eigenface Recognition
Procedure

To sumrmarize, the eigenfaces approach 1o face recogni-
tion involves the allvwing steps:

I Collect o set of characteristic face images of the
lenowen incividuals, This ser should include a number of
images for each person, with some variaton in expres-
sion and in rhe lighting, (Sav four images of ten people,
s0 = 4l

2. Calculate the (40 = 400 mairix £, hnd is eigenvec
tors and cigenvalues, and choose the M cigenvectors
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with the highest associated cigenvalues. (Let M = 10 in
this examyple )

3 Combine the normalized training set of images ac-
carding i g, {6) o produce the (47 = 107 eigenlaces
W

4 Por each known individoal, caloulate the class vee
tor £, by averaging the eigenface pattern vectors £3 [ from
Eq. (81 eadeulated from the ediginal (four) images of the
individual, Choose a threshold 8, that defines the maxi-
mum allowable distinee [rom oany fice class, and a
threshold O, that defines the maximum allowsble dis-
tance from face space [according o B, (9]

%0 For each new Face image 10 be identified, caloulae
i prattern vector £, the distinees € w0 each known class,
and the distance € w [ace space. I the minimum distnee
ey < O, and the distnee e < 1, classify the input Face
as the individual associared with class vector £2,. 1 the
minimum distance €, = 0, bt disnee e < 8, then the
image may be clissifed as “unknown,” and optionally
used o hegin a new laee cliss,

G 1P the new image is classificd 45 a known individual,
this image may be added 1o the oviginal se0of Bimiliar
fce images, and the ecigenfoes may be recalculated
(steps 14 ) This gives the apportunity o modify the face
space as the system encounters more instnces of konown
fices.

In our current svstem caleulation of the gigenfices is
done offline as part of the training. The recognition
currently takes about 40 msee romning rather ineffi-
ciently in Lisp ona Sund, using face images of size 128 =
128 With some special-purpose hardware, the corrent
version could run at close w Feame rre (33 msec),

Designing a practical system Tor face recogniton
within this framework requires assessing the oadeolls
Between generality, requived acouracy, and speed, I the
face recognition task is restricted o a small set of people
(such as the members of o Bmily or a small company),
4 small set of eigenfaces is adequate to span the faces of
interest. 11 the system is o learn new [aces or represent
many people, 4 larger basis set of eigenfaces will be
required, The results of Sieovich and Kicby (1987 and
Kirty and Sircaich (19907 for coding of face images sives
some evidence that even iF it were necessary o represen|
a large segment of the populaton, the number of eigen-
fiuces necded would sl be relaively small,

Locating and Detecting Faces

The analysis in the preceding sections assumes we have
a centered lace dmage, the same size as the raining
images and the eigenfaces. We need some way, then,
lecate o fice in a scene o do the recognition. We have
developed teo schemes to locate anddor wack faces, us
ing motion detection and manipulation of the images in
“lace space”
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Figure 3. An crigingl fce imige and s preiecion onto the e space defined by the clgenfices of Figure 2,

Maotion Detecting and Hecd Trocking

People are constantly moving, Bven while sitting, we
hddget aned adjust our body position, nod oue heads, ook
around, and such. In the case of o single person moving
i g static environment, a stimple moton deteation and
teacking algorithm, depicted in Figure 5, will locate and
track the position of the head, Simple spatiotemporal
filtering (e, frame differencing) accentuaes inuage lo-
cations that change with time, soa moving person “lights
up” in the fliered image. 16 the dmage "lighes up” at all,
maticn i detected and the presence of o person is
posiulared,

After thresholding the filiered image 1w produce [
Bitary morion image, we analvze the “mation blobs”™ over
time 1w decicde iF the motion s caused by a person
maoving and e detcrming head posilion. A tew simple
rules are applicd, such as “the head is the small upper
Blabs abrone o larger Blob {the bodsy),” and “head motion
st be reasooably slow and contiguous™ heads are no
ecxpected o jumg arcund the image ecratically ), Figure
& shows an image with the head located, along with the
path of the head in the preceding sequence of frames,

The motion image also allows for an estwmace of scale,
The seee of the blob thar s assumed @ be the moving
head determines the siee ol the subimage oo send oo the
recognition stuge, This subimage is rescaled o G the
dimensions of the cigenfices,

Lisfnes “Feace SPece” 1o Locate the Foce

We can also use knoededaee of the fee space to locae
faces in single images, either as an alternatve o locating

faces [rom meton (eg., if there s oo licde moion or
many moving objects) or as a method of achieving more
precision i s possible by use of motion wacking
alone, This methed allows us o recognize the presence
ol faces apart from the task of identfying them.

As seen in Figure 4, images of faces do nov change
racically when projected into the face space, while the
projection of nonfce images appears quite differen.
This basic idea is used w0 detect the presence of faces in
A scene: ot every location in the image, caleuline the
distance € betaeen the local subimage and face space.
This distance from e space i5 used oy a measure of
"Eeeness,” a0 the resule of caleslating the distance From
lace space ar every paint in the image is o “Tace map”
el Flgure 7 shows an image and s face map—Ilow
values (the dark area) indicate the presence ol a0 Face,

Unfortunaely, direo application of Haq. (9 s rather
expensive, We have therefore developed a simpler, maore
efficient method of caleulating the fee map elagr s, which
is desoribed as {folloss.

To caleulate the face map @ every pixel of an imape
fyn we need o project the subimage centered an tha
pixel onlo lace space, then subtract the projection from
the ariginal. To project a subimage I onto face space,
we st frse subtence the mean bnage, resulting in d =
I' — @ with @ heing the projection of @ onto fuce
space, the distance measure ata given image locaton is
then

=B~ Bif
= (D — i — By
=@'® — DD+ Db — )
=d'D - Pl

(1)

—-—
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Figure 4. Threo img
thenr privecticns anto the foe
apace defined Dy the sigen
Frces aof Fugure 2. The celacis
messures uf distinse rom face
space are {a) 204, (B) 555,
(o) 3217040, Images (ad and ()
e i the eriginal trining set

since @y L (b — dy), Beciuse @ is 0 linear combinagion
of the cigenfaces (9 = 2=, man) anel the eipenfaces
are orthonormal veclors,

AL
Dy = ¥ wi (113

£z

anl

i 1 = By — 2wl y) (12)
i=1

where el 11 and wdie 1) are soalar funcrions of mage
lacacion, and d¥x 1) is @ vector function of image loca-
L3011,

The second term of Eg, (12} is caloulated in practice
by a correlation with the £ cigenfaces:

Bt Senirread of Cognaioe Netposciene

P A DL TSP
= = (M y) = W'
=5 TMix 1 — 9y
= 3L [Hx v Goa, — W

(137

where & is the correlation operator The first term of
Fep (12) becomes
(i vy = [Nix ) — W0 v — W
= i il ) — 297 T ) + W
= % x ) — 2Tt y) @ W +
vy (141

a0 that

e ) = D ) — 21000 ) (2 W + MFWe +

(15

£
> i G — WG

=1
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Figure 5. The head racking and locating system,

tr the face recognition process. Also shown fs e patly of the
racled over several previous frames,

Since the average face W and the eigenfaces v, are fixed,
the terms W and W & w may be computed ahead
of time.

Thus the computation of the face map invalves only
L+ 1 correlations over the input image and the com
putation of the first term (% 3% 1) This is com:
puted by squaring the input image fx, ) and, al each
image location, summing the saquared values of the Local
subimage. As discussed in the section on Meural Net

wirls, these compatations can be in'lplt.'lnunmr_l |'I‘_r" 9
simple neural nevaorl

Learning to Recognize New Faces

The concept of Tce space allows the abdlivy 1o learn and
subsequently recognize new fices in an unsupervised
mannet. When an image is sufficiently close ro face space
b e not classified as one of the familiae Bees, ir s
initially labeled as “unknown” The compuier stores the
pattern vecior and the corresponding unlmown image:
If a collection of "unknown™ pattern veciors cluster in
the pattern space, the presence of 2 new but unidentified
face is postulared,

The images corresponding m the pattern vectors in
the cluster are then checked for similarity by requiring
that the distance from each image 1o the mean of the
fmages is less than a predefined threshold. 1 the images
Pass the similarity west, the avernge of the feature vectors
is added o the database of known faces Oecasionally,
the eigenfaces may be recaleulated using these stored
irages s pare of the new lealeing ser,

Other Issues

A number af ather issuos must be addressed o abtain a
tobust working systenn In this section we will hrielly
mention these issues and indicare methods of sclution

Elivmirting the Deackorourd

In the preceding analysis we have ignored the effect of
the background. In practice, the background can signil-
icantly effect the recognition performance, since the ei-
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Figure 7. (a) Obriginal fmage, () The corresponding face gy, where low values Cdack areas ) acicae she presence of @ o,

genthee analysis as deseribed above does not distinguish
the Face from the rest of the image. In the experiments
described in the section on Experiments with Eigenfaces,
the background was a significant part of the image used
to clissify the faces,

To deal with this problem withou hawing o solve
ather difficule vision problems (such as robust segmen-
tation of the head), we have multiplied the input e
image by a reo-dimensional saussian sindow cenrered
on the face, thus diminishing the background and accen-
tuating the middle of the fice, Experiments in buman
strategies of face recognition (Hay & Young, 1982) cire
the importance of the internal facial fearures for recog

nition of familiar faces, Deemphasizing the ouside of

the Face is also o practical consideration since changing
hairstyles may otherwise negatively affecr the recognt
tiin,

Scerle (Hegd Size) and Ortentation Invericoice

The experiments in the section on Databuse of Face
Images shoa thar recognition performance decreases
quickly as the head size, or scale, is misjudged. The head
sive in the inpur image must be close o thar of the
cigentaces for the system o work well, The motion anal-
vais gives an estimate of head size, from which the face
g is rescaled o the clgenlice siee

Anocther approach (o the scale prablem, which may e
sepirate from or in addition o the motion estimate, is
to use multiscale eigenfaces, in whicl an inpur face image
s compared with cigentaces ac a number of scales. In
this case the image will appear 10 be near the lace space
ol nly the closest scale eigenfaces. Eepuivalently, we can

i Jowgviad Gf Copniiive Newosclenes

scale the input image 1o muliple sizes and use the scale
that results in the smallest distance measure to face space,

Although the eigenflaces approach is not extremely
sensitive to head oriencacion (e, sidemays ll of the
Rl ), a non-upright view will cause some performance
degradation. An accurate estimate of the head tile will
certainly benefit the recognition, Again, two simple meth-
ods bave been considered and rested, The frst is 1o
calculate the orientation of the motion blob of the head,
This s less reliable as the shape ends toward a cirele,
however. Using the fact that laces are reasonably sym-
melric patterns, at least for frontal views, we have used
simple symeerry operators W estimate [ead orientation,
Coce the orientution is estimated, the image can be
rotted wooalign the head wich the eigenfaces,

Distribeeion in Pace Shece

The nearest-neighbor classification previously described
dssumes o Gavssian distribution in face space of an in-
dividual's feature vectors £ Since there is no a prior
reson o assume any pardealar discribution, we want o
characterize it rather than assume it is zaussian, Nonlin.
ear networks such as described in Fleming and Cottrell
(1990) seem o be a promising way to learn the face
space distrilsutions by example,

Masdtiple Views

W are currently extending the svstern o deal with ather
than [ull frontal views by defining a limited number of
face classes lor each known person corresponding o
chavactevistic views. For esample, an individual may he
represented by Fice classes corresponding o g frontal
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Face view, side views, ar = 45°, ang right and left profile
views. Under most viewing conditions these seem o be
sufficient to recognize 9 face anywhere from frontal o
profile view, because the real view can be dppreimated
by interpolation among the fixed views,

EXPERIMENTS WITH EIGENFACES

T assess the viabilioy of this approach o face recogni-
Hon, we have perlormed experiments with stored fice
unages and built a system o locare and rec wnize faces
in 4 dynamic environment. We first created 4 lirge da

tabase of face images collected under a wide 1ze of

imaging conditions. Using this darabase we bernve con-
ducted several experiments o assess the performance
unler known varations of lighting, scale, and orien-
ton. The results of these experiments and early exper-
ence with the near-real-time system are reported in chis
sCtion.

Database of Face Images

The images from Figure 1a were wken from a database
of over 2500 face images digitized under controlled (WETYE
ditions. sixteen subjects were digitized av all combing-
tioms of three heud orwenoations, three head sizes or
scales, and three lighting conditions. A six level Gaussian
pyramid was constcucted for each image, resulting in
image resolution from 512 x 512 pixels down to 16 %
16 pixels, Figure 8 shows the images from one peramid
level for one individual,

In the liest experiment the eflects of varving lighting,
size, and head ovientrion were investigated using the
complete databiase of 2500 images of the 16 individuals
shewn dn Figure la. Varions groups ol 16 inuges were
selected and used as the leaining sct. Within cach training
sttt there was one image of each perscn, all tilken under
the same conditions of Hghting, boage size, and head
arientation. All images in the datbase were then classic
hed as being one of these sixteen individuals {ie; the
threshold 8, was effectively infinite, so thar no faces were
rejecled as unknown), Seven eigenfaices were used in
the clussiflication process.

Staristics were collected measuring the mean aceuracy
as a function of the difference between the training con-
ditions and the test conditions, The independent varia-
bles were difference in illumination, imaged head sive,
head orientation, and combinations of illumination, size,
dnd ortentacion,

Figure 9 shows resalts of these experiments for the
case of infinite 0. The graphs of the figure show the
number of correct classifications for villying conditions
of lighting, size, and head arientation, averaged over the
number of experiments. For this case where every face
image is classified as known, the system achieved -
proximately 96% correce classification averaged  over

lighting variation, 5% correct averaged over grienion
variation, and 64% correct averaged over sive variation,

Az can be seen from these graphs, changing lighting
conditions causes relatively few crrors, while pertor
mance drops deamatically with size change. This s na
surprising, since under lighring changes alone the neigh-
bochood pixel correlition remains high, but under sixe
changes the correlation from one image 10 anothor s
targely lost. It is clear that there is 2 need For o multiscale
approach, so that faces ata particular size are o e
with one anather. One method of accemplishing this is
0 make sure that each “face class” includes imiges of
the incdiviclual ar several dillerent siees, as was discussed
i the section on Other Issues.

Ina second experiment the same procedures were
fellowed, but the accepiance threshold e was also var
iec A Tow values of 8, only images that project very
closely to the known face classes will he recognized, so
that there will be few crrars but mary of the images will
be refected as unknown A high values of 8, most images
will b classificd, but there will be more errors, Adjusting
0, to achieve 100% accurae riecognilion boosted the
wnknown rates o 19% while varving lighting, 399 for
orientalion, and 60% for siee. seting the unknown rae
arbdtrarily o 20% resulied 1o correct TECOSNIION rils
of 1009, 94%, and 74% respectively,

These experiments show an increase of performance
dccaracy as the threshold decreases. This can be wned
to-achicve effectively perfect rece sgoition as the threshold
ends toowero, but ar the cost af ey iniges being
rejected as unknown. The tradealf beraeen rejection rag
and recognition accuracy will be different for each of the
various face recogniton applicadons, Heweever, wlat
would be most desirable is o have a way of seting the
threshold high, so that few known Fice inkges are re-
jected as unknown, while ar the same Hme detecting the
incorrect classifications. Thae is, we would like o in
crease the efficiency (the dprimey of the recognition
Prosess.

One way of accomplishing this is w0 also examine the
tnormalized ) Buclidian disence beaeen an image and
face space as a whole, Because the projection onw Hhe
eigentice veotors is o nuny-ro-one mapping, there 5 a
potentially unlimited number of bmagges that can project
ant the cigenfaces in the same MENNeT, e, |JJ'[]d1|f::.'
the same weights, Many of these will look nathing like
face, as shown in Figure 4. This approach was descrile
in the section on Using “Face Space” to Locare the Face
s i method of identifving likely face sulimages.

Real-Time Recognition

We have used the techniques described above w build
a system that locates and recognizes faces in near-real
time in a reasonably unsteuctured environment Figure
10 shores o disgram of the system, A lixed CAIIET, Mon-
floring part of 4 toom, is connected to a Datacube i
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Figuree 8, Variarion of Boe anages for one ncisidual; thoee bead stees, thee lghnng conditions, aond three bead orenntions,

processing svsierm, which resides on the bus of a Sun 3
1a0, The Datacube digitizes the video image and per-
ferms spatictemporal fileering, thresholding, and sub
sarnpling at frame vace (30 amesdssec ) (The images are
subsampled 1o speed up the motion analvsis,)

The motion detection and analysis programs run on
the Sun 37060, et detecting a moving object and then
tracking the motion and applving simple rules 1o derer
mine iF it is tracling o head, When o bead is lound, the
subrimage, centered on the head, is sent wo another com-
puter {a Sun Sparcstaticon ) that is running the face rec
cgnition program (although o could be running on the
same compuler as the moton program), Using the dis-
tance-from-face-space. measure, the image is either re

&2 Sowerictd of Cogniitive Newroscience

jected as not a face, recognized as one of a group of
farmniliar faces, or derermined 1o e an unlinown fice,
Recognition oceurs in this system al cates of up e o
or three dmes per second, Uniil motion s detected, or
as long as the image is not perceived o be a face, there
4 ney ougput. When a face 15 recognized, the image of
the idenrified individual is disploved oo the Son monitor

RELATIONSHIP TO BIOLOGY AND
NEURAL NETWORKS
Biological Motivations

High-level recognition tasks are typically modeled as re-
guiring many stages of processing, e, the Mare {19582
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Figrore 9. foesole of ENPICTITCNES Measurimg recogeiiion pertor
e wsing eigenfces. Fach graph shoms pvernged performanae as
the fghing conclivions, head sice, ancd Bead ricntmions wary—ihee -
s epicts muomber of covpect classificacions four of 1o The peak
DI correct ) ineach graph resulis from recogrizing the paticular
training ser perfect The ather rwe peaph poines reveal the sdecline
in pertormance ax the rn||i'a‘-‘-'il‘5: parameters are varicol: Cal lghodog,
Ch) heaad size scale), fed aricniation, Cd) orientaticn and lighting,
Ced ortentarion and aiee C#1L (F) crienation and siee (#20, (2] shec
aval ligheing, {h) shee and lighting (#2),

paradigm of progressing from images o surfces o
three-dimensional models o macched models, However,
the early development and the extreme rapidity of face
recognitivn imakes i appear lkely thar there muse also
e o recogniton mechanism bascd on some fast, low-
level, two-dimensional image processing.

O sirictly. phencmenological grounds, such a fce
recognition mechanism is plavsible beeasse Fces are
tpically seen in a limited range of views, and are a very
impertant stimulus for humans feoo birth, The existence
ol such a mechanism is also supported By the resalts of
anumber of physiological experiments in menkey cortex
claiming 1w isolate nevrons that respond selectively 1o
laces {egn, see Perren, Rolls, & Caan, 1982; Perrett, Mist-
lin, & Chitty, 1987, Bruce, Desimone, & Gross, 1981;
Resimone, Albright, Gross, & Bruce, 1984; Ralls, Havlis,
Hasselmo, & MNalwa, 19589} [n these experiments, some

cells were sensitve o identity, some 0 “beeness,” and
some only w particular views (such as frontal or profile),

Althouwgh we do not claim that biological svstems have
“eigenface cells” or process faces in the same way as the
eigenface approach, there are a number of qualitaive
similaritios between our approach and current under-
standing of human fce recognition, For instance, rela.
tively small changes cause the recognition to degrade
gracefully, so that partially occluded faces can be recop-
nized, as has been demanstated inosingle-cell recording
experiments. Gradual changes due 1o aging are easily
handled by the occasional recaleulation of the eigenfaces,
sty that the svstem s quite tolerant o even karge changes
as long as they occur over a long period of tme. [f,
hewever, a large change occurs quicklv—e.s. addition
ol a disguise or change of facial hair—then the cigenfaces
approach will be fooled, as are people in conditions of
casual observation,

Meural Networks

Although we have presented the eigenfaces approach 1o
fawce recognition as an information-processing model, it
may be implemented using simple parallel computing
clements, as in 4 connectionist system or artificial neural
networls, Figure 11 shows o three-daver, [ullv connecred
linear network that implements a significant part of the
swstem, The input layer receives the input (centered ard
normalized) face image, with one element per image
pixel, or & elements, The weights from the input layer
to the hidden layer correspond to the cigenfaces, so that
the value of each hidden unit i the dot product of the
input image and the corresponding cigenface: w;, = ©F
w,. The hidden units, then, form the pattern vector £ =
Ly, g o,

The output laver produces the lace space projection
of the input image when the output weights also corre-
spond Lo the cigenfaces (mirroring the input weights),
Adding two nonlinear components we consouct Figure
12, which produces the patern class £, face space pro-
jecton @y, distince measure & (between the image and
its fice space projection ), and a classilication vector, The
classilication vector is comprised of a unit for each
lenoven face deflining the pattern space distances €, The
unet with the smallest value, if below the specibed thresh-
old 8., reveals the identity of the inpur face image.

Pares of the network of Figure 12 are similar to dhe
associative networks of Kobonen (19899 and Kohonen
and Lehtio (1951), These networks implement a learned
stimulus—response mapping, in which the learning phase
modifies the connection weights. An autoassociative net-
work implements the projection onto face space, Simi-
larly, reconstruction using eigenfaces can be used
recall a partially cecluded Face, as shown in Figure 13,
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CONCLUSION

Early atternpes ar making computers recognize fces were
limited by the use of impoverished Free models and
feature descriptions (eg., locating features from an edge
image and matching simple distnces and ratios), assum-
ing thar o face s no more than the sum of its parts, the
individual fearures. Recenn attempts using parameterized
feawre models and multiscale matching ook  maore
promising, but stll face severe problems hefore they are
generally applicable. Corrent connectionist approaches
tend o hide muoch of the pertinent information in the
weights that makes it difficult o modify and evaluane
parts of the approach.

The eigenface approach o fice recognition was mo-
teated by intormagion theory, leading o the idea of
bBasing Face recognition on a small set of image feares
that best approximaces the ser of known fice images,
without requiring that they correspond o our intuitive
netiens of fcial parts and features, Although it is not an
elegant solution 1o the generi] recognition problem. the

e fomrnad of Cosreitiee Meoscience

cigentice approach does provide a practical selution that
is well Hined 1o the problem of face recognition. It is fast,
relacively simple, and has been shown to waork well inoa
constrained environment, It can also be implemented
using mocdules of connectionest or neural necworks,

It s impertnt o note thar many applicadons of fee
Fecognition do oot regquire pertear identitcarion. al-
though most require a low false-positive rawe. [n search-
ing a large daabase of faces, lor example, it may be
preferable w hind a small set of likely maiches o present
1oy the user. For applications such as security svsiems or
lman—computer interaction, the svitem will normally
e able o "view” the subject For a lew scoonds or min-
ures, and thus will have a number of chanees w cecomnize
the person. Our experiments show that the eigenface
rechnicue can be made o perform at very fugh HCCUracy,
althensgh with a substantial “unknown” refection race. and
thus i potentially well suited to these applications.

We are currently investigating in move detail the issues
of rebustness o changes in lighting, head size, and bead
orientation, anomatically learning new faces, incorpo
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rating 4 limited number of charcteristic views for each
individual, and the radeofs hetween the number of
people the svstem neads o recognize and- the number
of eigenfaces necessary lor unambipuons classification,
In addition to recognizing faces, we are also beginning
efforts to use cigenface analvsis to determine the gender
of the subject and 1o interprer Bicial expressions, owio
important face processing problems tha complement the
task of face recognirion.
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