LSU EE 4720 Homework 2 solution Due: 8 February 2021

Problem 0: Follow the instructions for class account setup and for homework workflow in
https://www.ece.lsu.edu/ee4720/proc.html. Review the comments in hw02.s and look for the
area labeled “Problem 1.”

Those who want to start before getting to the lab can find the assembler for the entire as-
signment at https://www.ece.lsu.edu/eed720/2021/hw02.s.html. For MIPS references see the
course references page,
https://www.ece.lsu.edu/eed720/reference.html. Easy MIPS practice problems can be found
in the practice directory, see MIPS Homework and Practice Workflow in
https://www.ece.lsu.edu/ee4720/proc.html.

This Assignment

One goal of this assignment is to build assembly language proficiency by working with data at
different sizes and by traversing a tree. The sizes are bits for the compressed text, words for the
array of compressed text, half (2-byte) for the tree, and bytes for the dictionary. Another goal is
to provide a starting point for architectural improvements. That is, ISA and hardware changes to
make code go faster.

Huffman Compression Background

One way to compress data is to divide it up into pieces, compute a Huffman coding for the pieces,
then replace each piece with its Huffman code. The size of a Huffman code can vary from 1 bit
(ves, just one), to an arbitrarily long bit vector. Pieces that appear more frequently in the original
text will have short codes and pieces that appear less frequently will have longer codes. Consider
a file containing English text, such as the source file for the Homework 1 handout. One way of
dividing it to pieces is to make each character a piece. For Homework 1 a space was the most
frequent piece (258 times) followed by the letter “e” (174 times). They received codes 1002 and
11102, each of which is shorter than the eight bits used to encode each in the original file. The
character “8” appears just once and gets a long encoding, 1101100 0001s. The compressed data
consists of a concatenation of all of the codes. So “e €” would be encoded 111010011105. The
encoded data does not contain any separators between the pieces. To decode it one needs to first
assume the code is one bit long, see if such a code exists, if not try two bits, and so on. So for the
example one would first look for a code for 15. If it didn’t exist (and it shouldn’t) one checks for
112, which also shouldn’t exist, neither does 1115 (the third try). One the fourth try we look for
11102 and find that this is a code and the value is “e”. The de-coding can continue by trying 1o,
102, and finally 1002 which is the code for a space.

Huffman Huff Tree Format for This Assignment

This assignment will use a format in which text is compressed into three arrays, the compressed text,
starting at huff_compressed_text_start, a dictionary of strings, starting at huff_dictionary,
and the Huff Tree (a lookup tree), at huff_tree.

The compressed text is a long bit vector. As with Homework 1, bits are numbered in big-endian
order. The compressed text is specified using words but of course can be read using other sizes.
The dictionary of strings consists of a bunch of null-terminated strings. The Huff Tree is used to
decode compressed pieces. It is traversed using bits of the compressed text (0 for left child, 1 for
right child) and a leaf provides either an index into the dictionary or a character.

Consider the following excerpt from the homework file:

huff_compressed_text_start:
.word 0xd9ac96d8, 10b75d4f, a06510d1, 7d9961e3, eb6£31f1
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# Encoding: .word BIT_START, BIT_END, TREE_POS, DICT_POS, FRAG_LENGTH
huff_debug_samples:
# 0: 0 11011 -> "\n"
.word 0, 5, 2ee, a, 1;
# 0: 5 001101 -—> " L
.word 5, 11, 32, 16, 9;
# 0:11 0110010010 -> "text"
.word 11, 21, 110, 27b, 4;
# 0:21 11011 -> "\n"
.word 21, 26, 2ee, a, 1;
# 0:26 011000000 -> "histo"
.word 26, 35, ea, ce, b5;
# 1: 3 1000010 -> ":\n"
.word 35, 42, 1d6, 2e, 2;

The compressed text is shown as 32-bit words, under huff_compressed_text_start and as
an aid in debugging, the start of the same text is shown under huff_debug_samples. The first
piece, 110119, encodes a line feed character (we can see that by looking at the comment). The
second piece, 0011015, encodes “ .” (spaces followed by a period). The first piece is in bits 0 to 4
(inclusive) of the compressed text, and the second piece is in bits 5 to 10. The hexadecimal digits of
the compressed text can be found by concatenating the compressed pieces and then grouping them
into four-bit hex digits: 11011 001101 0110010010 — 1101 1001 1010 1100 1001 0 —+d 9 a ¢
9 7. That matches the start of the compressed text shown under huff_compressed_text_start.

For this assignment a piece, for example 11011, is decoded by traversing the huff_tree. Each
node in the huff_tree is 16 bits and can be one of three possible kinds: A leaf encoding a character,
a leaf encoding a dictionary entry, or an internal node (with a left and right child). If the value of
a node is <128 it is a leaf encoding a character. Otherwise if the value of a node is >=0x7000 it is
a leaf encoding a dictionary entry. Otherwise it is an internal node.

huff_tree:
# Huffman Lookup Tree
#
huff_tree: # Note: Most entries omitted.
.half 0x01fa # Tree Idx O Pointer to right child.
.half 0x011d # Tree Idx 1 O Pointer to right child.
# [Many entries not shown.]
.half 0x028c # Tree Idx 378 1 Pointer to right child
# [Many entries not shown.]
.half 0x02e2 # Tree Idx 524 11 Pointer to right child.
.half 0x02c7 # Tree Idx 525 110 Pointer to right child.
# [Many entries not shown.]
.half 0x02el # Tree Idx 583 1101 Pointer to right child.
# [Many entries not shown.]
.half 0x000a # Tree Idx 609 11011 Literal "\n"

The Huff Tree is an array of nodes, each a 16-bit value. Let T denote such an array. The
root is T[0]. Let 7 indicate some position in the tree and n = T[i] denote the node at position .
The assembler data above shows some elements of a Huff Tree. (The entire tree can be found in
hw02.s.) The numbers in binary (following the Tree Idx) show the path to that node.
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If n < 128 it is a leaf node encoding a character, and the ASCII value is n. If n > 700016 then
the node is a leaf encoding a dictionary entry. The address of the first character of the dictionary
entry is huff_dictionary + n - 0x7000. The strings in the dictionary are null-terminated.

Let n = T[i] be a non-leaf node, so that n > 128 and n < 70001¢. Its left child is at T'[i + 1]
and its right child is at T'[n — 128].

Here is how piece 11011 of the compressed text would be decoded based on the data in the
example above. Start at the root, retrieving T[0]. The value is 1faq6, which is an internal node.
The first bit of 11011 is 1 so we traverse the right child which is at 1fa;s — 8016 = 17a16 = 378.
The entry at tree index 378 (based on the table) is 28¢5 which again is an internal node. The
second bit of the piece is 1 so we compute the index of the right child: 28c16 — 8016 = 20c16 = 524.
The next compressed bit is zero so we proceed to the left child, at index 524 + 1. The tree excerpt
above includes the entry leading to the leaf node.

The routine below (which can be found in huff-decode.cc in the homework package) decodes
the piece starting at bit bit_offset and writes the decoded piece at dcd_ptr.

void

hdecode (HData& hd, int& bit_offset, char*& dcd_ptr)

{
// Decode one piece, starting at bit position bit_offset and
// write decoded piece starting at dcd_ptr.

// hd.huff_compressed: Compressed text. An array of 32-bit values.
// hd.huff_tree: A tree used to decode the compressed pieces.
// hd.huff_dictionary: Decompressed pieces.

// Start lookup at root of Huffman tree (tree_idx = 0).
//

int tree_idx = 0;

while ( true )
{

// Retrieve node.
uint16_t node = hd.huff_tree[tree_idx];

if ( node < 128 )

{
// Node is a leaf encoding a character.
char ¢ = node; // Node value is an ASCII character.
xdcd_ptr++ = c; // Write character to decoded text pointer ..
return; // .. and return.

}

else if ( node >= 0x7000 )
{

// Node is a leaf holding an index into the dictionary.

// Compute dictionary index.
int idx = node - 7000;



Homework
The homework package consists of files to help with your solution and to satisfy curiosity. Your
solution, of

The Huffman compression was performed by the huff perlscript. To compress MYFILE invoke
it using ./huff MYFILE. With no arguments it compresses itself. It will write two files, encoded.s
d.h. The contents of encoded.s could be copied into the hw02.s (replacing what’s
there). Do this if you’d like to run your code on some other input.

File huff-decode.cc is a C++ routine that includes encoded.h and decodes it. It needs to

and encode

// Compute address of first character of dictionary entry.
char* str = hd.huff_dictionary + idx;

// Copy the dictionary entry.
while ( *str ) *dcd_ptr++ = *str++;
return;

// Node is not a leaf, need to set tree_idx to the index of
// either the left or right child of the node. The left

// child is used if the next bit of compressed text is zero
// and the right child is used if the next bit of compressed
// text is 1.

// Get the next bit of compressed text.

//
int comp_idx = bit_offset / 32; // Index of word in huff_compressed.

int bit_idx = bit_offset % 32; // Index of bit. MSB is O.
uint32_t comp_word = hd.huff_compressed[ comp_idx ];

// Move needed bit to LSB in a way that sets other bits to zero.
bool bit = comp_word << bit_idx >> 31;

bit_offset++;

if ( bit )
{
// Set tree_idx to index of the right child.
tree_idx = node - 128;

else
{
// Set tree_idx to index of the left child.

tree_idx++;

}

Package

course, goes in hw02.s, which is in the usual SPIM assembler format for this class.
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be re-built for each new input file. (Sorry, I've already spent too much time on the assignment.)
Here is how it might be used on a new file:

[koppel@dmk-laptop hw02]$ ./huff ../../hw02.tex

File ../../hw02.tex

Words 366 Codes 366 Resorts 11

[koppel@dmk-laptop hw02]$ gmake -j 4

g++ —--std=c++17 -Wall -g huff-decode.cc -o huff-decode
[koppel@dmk-laptop hw02]$ ./huff-decode

Decoded:

\magnification 1095

% TeXize-on

\input r/notes

The assignment was created by compressing histo-bare.s.

Problem 1: Complete routine hdecode so that it decodes the piece of Huffman-compressed text
starting at bit number al, writes the decoded text to memory starting at the address in a2, and
sets registers v0, v1, al, and a2 as described below. (Yes, a0 is unused.)

Use symbol huff_compressed_text_start for the address of the start of the compressed text,
huff_tree for the address of the start of the Huff Tree, and huff_dictionary for the address of
the start of the dictionary.

When hdecode returns set vO, vi, al, and a2 as follows. Set al to the next bit position to
use. For example, if the compressed piece were 3 bits and hdecode were called with a1=100 then
when hdecode returns al should be set to 103. Set a2 to the address at which to write the next
decoded character. For example, if the decoded text is 9 characters (not including the null) and
initially a2=0x1000 then when hdecode returns a2 should be set to 0x1009. When hdecode returns
v0 should be set to the address of the leaf in the Huff Tree that was used and v1 should be set to
either the address of the dictionary entry used or the value of the character.

Note that the return values of al and a2 are useful because they are at the values needed to
call hdecode again for the next piece. The return values of vO and v1 are for debugging.

When hw02. s is run hdecode will be called multiple times, the return values checked, and the
results printed on the console. It will be called for the first 200 pieces, or until there are three
errors, whichever is sooner. A tally of errors is printed at the end, followed by the decoded text.

Pay attention to the error messages. Once syntax and execution errors are fixed, debug your
code by tracing. To trace start the simulator using — if running graphically or just
non-graphically. At the spim prompt type step 50 to execute the next 50 instructions. The trace
shows line numbers of source assembly to the right of the semicolon. It also shows changed register
values.

Single stepping is most useful when the first piece fails, which is likely to happen at first. But
before long it will be correct and so viewing the trace will be a pain. To have the testbench start
at your erroneous piece first locate the piece after label huff_debug_samples. The first number
after .word is the Bit Position referred to in the “Decoding of..” message. Copy that line (perhaps
with the comment above it) to just below the label huff_debug_samples.

Two solutions have been prepared and placed in the homework directory,
/home/faculty/koppel/pub/eed720/hw/2021/hw02. The solution in hw02-sol-easy.s (and at
https://www.ece.lsu.edu/ee4720/2021/hw02-sol-easy.s.html) is easier o understand but is not as
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fast as it could be. The solution in hwO2-sol.s (&md at
https://www.ece.lsu.edu/ee4720/2021/hw02-sol.s.html) is faster but is harder to understand.

The Qasy solution executes 25757 instructions and has an QmQ‘QT\Q\j of 22.2 instructions per DIT. The faster solution
axecutes 19351 instructions and has an QmQ'\QﬂQy 0f 16.7 instructions per DIT. (FOY DOTR measures lower numbers are
DQIIQT)

Both solutions start by \oa(lmg the first needed word of Qompro.ssgd Text into t8 and sh'\mng it 80 that the next
needed bit is in the most—s'\gmﬂeant pOS\UOﬂ. Atter that the main \()Op (TREE,LOOP) 18 entered. Eacnh time 4 DIT is
oxtracted t8 is shifted left so that the next bit is in the MSB POS-\UOT\. when ('\T) all bits are used a new word of
compressed text is loaded into t8. Grading note: most solutions would load the compressed text each
time a bit was needed.

This ass’\gnment Was chosen to reinforee und@rstandmg of how memory addresses relate 1o arrays and their indices.
consider C++ statement x=a[i];. This loads the element at index i of array a into variable x. A MIPS &SSme\\j
\Qngugg@ QQU\VQ\Q\'\I will uge some kind of 4 10ad instruction to retrieve a[i] , the kind of 1oad GQPQ\'\GS on the size of the
alements of a. For examp\@,, if a were an array of 4—bth '\nt@gers then a 1w would be used, it a were an array of z—byte
short thgQ\"S then 2 1h would be used, ete. The memory address of the load would be Qomput@d by &deg a 10 i times
the size of an element (4 for integars, 2 for shorts, QIQ.). The solution includes access 1o arrays of varying size. The huff
Table uses T,WO-bth alaments.

See the code comments for additional GQSQNPUOT\ of the solution.

.text
hdecode:
## Register Usage

CALL VALUES
$a0: Unused
$al: Bit position to start at.
$a2: Address to write decoded data.

RETURN
$al: Bit position following encoded piece.
$a2: Address following decoded piece.
$v0: Address of leaf of huff tree.
$vl: Address of dict entry or value of literal character.

H OH OH OH OH O H OH OH B

## SOLUTION - Easy

# Load the word of compressed text that has the next bit we need.

#
srl $t4, $al, 5 # Determine word index of next word to read.
sll $t6, $t4, 2 # Determine byte offset of next word to read.

la $t5, huff_compressed_text_start
add $t6, $t6, $t5 # Compute address of next word to read.
1w $t8, 0($t6) # Read next word of compressed text.

# Shift the next bit into the most-significant position of $t8.

#

andi $t7, $ail, 1f # Determine bit number of next bit to examine.
sllv $t8, $t8, $t7 # Put needed bit into most-significant position.

# It’s possible that we’ll examine all the bits in t8, at
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# which time the next word needs to be loaded. To check

# whether this has occurred set $t9 to the bit number of the

# first bit in the next word.

#

sll $t9, $t4, 5 # Compute bit number at which a new word ..
addi $t9, $t9, 0x20 # .. will need to be loaded.

la $v0, huff_tree # $v0 will be used for the current node.

addi $t3, $v0, O # Note: t3 will not be changed.
TREE_LOOP:
# Live Registers at This Point in Code
#
# $t3: Address of root of huff tree.
# $v0: Address of current node.
#
# $al: Bit number of next bit (of compressed text) to examine.
# $t8: Compressed text. The next bit to examine is the MSB.
# $t9: Bit number at which the next word must be loaded into t8.
# $t6: Address of the current word of compressed text.
#
# $a2: Address at which to write next decoded character.

# Load value of current node into $t4.
#
lhu $t4, 0($v0)

# Check whether current node is a character leaf.
#

sltiu $t5, $t4, 128

bne $t5, $0, CHAR_LEAF

nop

# Check whether current node is a dictionary leaf.
#

sltiu $t5, $t4, 0x7000

beq $t5, $0, DICT_LEAF

nop
NOT_LEAF:
# Current node is an internal (non-leaf) node, so:
# - Get next bit of compressed text.

# - Based on the value of that bit descent to left or right child.

# Check whether we already have the bit we need.
#

bne $al, $t9, GET_NEXT_BIT

nop



# Load next word of compressed text.

#
addi $t6, $t6, 4 # Update address ..
1w $t8, 0($t6) # .. and load the word.

addi $t9, $t9, 0x20 # Also update t9, the load-next-word value.

GET_NEXT_BIT:
# Put the next bit into $t5 and shift next-next bit to MSB.

#
slt $t5, $t8, $0 # Extract the most-significant bit of $t8 ..
sll $t8, $t8, 1 # .. and shift the current word by 1.

# Based on value of next bit descend to either right or left child.

#
bne $t5, $0, RCHILD
addi $al, $al, 1 # Increment the bit number of the next bit.

# Descend to Left Child.

#

# The left child is right after the current node.
#

j TREE_LOOP

addi $v0, $vO, 2

RCHILD:
# Descend to Right Child.
#
#  The address of the right child is computed using current node value.
#
addi $t4, $t4, -128 # Compute index of right child. (0 is root, etc.)
s1l $t4, $t4, 1 # Multiply index by 2 because nodes are two bytes.
j TREE_LOOP
add $v0, $t3, $t4 # Add byte offset to address of root.
CHAR_LEAF:
# Node is a leaf. Its value is a character to append.
#
addi $vi, $t4, O
sb $t4, 0($a2) # Write the character ..
jr $ra # .. and we’re done
addi $a2, $a2, 1 # .. after we increment the pointer.
DICT_LEAF:
# Node is a leaf. Its value is a byte offset into dictionary.
#

addi $t4, $t4, -0x7000
la $t0, huff_dictionary
add $t4, $t4, $tO

add $vi, $t4, $0



# Copy string from dictionary to output.
CPY_LOCP:

1b $t5, 0($t4)

addi $t4, $t4, 1

sb $t5, 0($a2)

bne $t5, $0, CPY_LOOP

addi $a2, $a2, 1

jr $ra
addi $a2, $a2, -1

“The taster solution Tils more delay slots and employs other techniques to reduce instruction count.

ETTort was focused on the code descending down non-leaf (\MQN\Q\) nodes in the tree, since that it executed most
frequently. 80 after loading & node the code Tirst checks Tor 4 non-leaf, then for a leaf. The check for & non-leal uses an
unsigned comparison, s1tiu, 1o test for values between 128 and 0x7000 using 4 single comparison. To d0 80 t4 is set
to the node value, v1, minus 128. A s1tiu t5, t4, 0x6£80 will set t5 10 true if t4 is between zero and 0x6£80
and false if t4 is 1ess than zero (h@g&t'\VQ numpers are treated as large positive numbers Dy Sltiu) or > 0x6£80.

. text
hdecode:
## Register Usage

CALL VALUES

$a0: Unused

$al: Bit position to start at.

$a2: Address to write decoded data.

RETURN

$al: Bit position following encoded piece.

$a2: Address following decoded piece.

$v0: Address of leaf of huff tree.

$vl: Address of dict entry or value of literal character.

HOH OH OH O O OH OH H R H

## SOLUTION - Faster

# Load the word of compressed text that has the next bit we need.

#
srl $t4, $al, 5 # Determine word index of next word to read.
sll $t6, $t4, 2 # Determine byte offset of next word to read.

la $t5, huff_compressed_text_start
add $t6, $t6, $t5 # Compute address of next word to read.
1w $t8, 0($t6) # Read next word of compressed text.

# Shift the next bit into the most-significant position of $t8.

#

andi $t7, $al, Ox1f # Determine bit number of next bit to examine.
sllv $t8, $t8, $t7 # Put needed bit into most-significant position.

# It’s possible that we’ll examine all the bits in t8, at



# which time the next word needs to be loaded. To check

# whether this has occurred set $t9 to the bit number of the

# first bit in the next word.

#

sll $t9, $t4, 5 # Compute bit number at which a new word ..
addi $t9, $t9, 0x20 # .. will need to be loaded.

la $t3, huff_tree
addi $v0, $t3, -2 # Compensate for crossing left-child code below.

TREE_LOOP_L:
# Descend to Left Child. (Except in first iteration.)
#
addi $v0, $v0, 2

TREE_LOOP:
# Live Registers at This Point in Code
#
# $t3: Address of root of huff tree.
# $v0: Address of current node.
#
# $al: Bit number of next bit (of compressed text) to examine.
# $t8: Compressed text. The next bit to examine is the MSB.
# $t9: Bit number at which the next word must be loaded into t8.
# $t6: Address of the current word of compressed text.
#
# $a2: Address at which to write next decoded character.

# Load value of current node into $vi
#
lhu $vi, 0($v0)

# First check for a non-leaf node, since that’s most common.
#

addi $t4, $vi, -128 # Compute index of right child.

sltiu $t5, $t4, 0x6£f80 # Note: Unsigned comparison.

bne $t5, $0, NOT_LEAF

s1l $t7, $t4, 1 # Compute byte offset of right child.

# The node is a leaf. Check if it’s a character or dictionary
# entry and branch to the respective code.

#

bltz $t4, CHAR_LEAF

sb $vi, 0($a2) # Write the character just in case.

j DICT_LEAF
addi $t4, $vi, -0x7000

NOT_LEAF:
# Current node is an internal (non-leaf) node, so:
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# - Get next bit of compressed text.
# - Based on the value of that bit descend to left or right child.

# Check whether we already have the bit we need.
#

bne $al, $t9, EXAMINE_NEXT_BIT

addi $al, $al, 1

# Load next word of compressed text.

#
addi $t6, $t6, 4 # Update address ..
1w $t8, 0($t6) # No more bits, load a new word.

addi $t9, $t9, 0x20 # .. and overflow value.

EXAMINE_NEXT_BIT:
# Note: Next bit is in the MSB of t8. The bgez $t8 is taken if
# the MSB of $t8 is zero.

#

bgez $t8, TREE_LOOP_L

sll $ts, $ts, 1 # Shift left so that next bit is in MSB pos.
RCHILD:

# Descend to Right Child.

#

# Register $t7 already contains the byte offset. Just add it
# to the root to get the address of the right child.

#

j TREE_LOOP

add $v0, $t3, $t7

CHAR_LEAF:

# Node is a leaf. Its value is a character to append.

#

# Note: char already written by sb above.

#

jr $ra # .. and we’re done

addi $a2, $a2, 1 # .. after we increment the pointer.
DICT_LEAF:

# Node is a leaf. Its value is a byte offset into dictionary.

#

la $t0, huff_dictionary
add $vi, $t4, $tO

# Copy string from dictionary to output.
1b $t5, 0($vi)
addi $t4, $vi, 1

CPY_LOOP:
sb $t5, 0($a2)
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addi $a2, $a2, 1

1b $t5, 0($t4d)

bne $t5, $0, CPY_LOOP
addi $t4, $t4, 1

jr $ra
nop
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