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Problem 3.16

The minimum number of bits per sample is 7 for a signal-to-quantization noise ratio of 40 dB. Hence,

\[
\left( \frac{\text{The number of samples}}{\text{in a duration of } 10s} \right) = 8000 \times 10 = 8 \times 10^4 \text{ samples}
\]

The minimum storage is therefore

\[
= 7 \times 8 \times 10^4 = 5.6 \times 10^5 = 560 \text{ kbits}
\]

Problem 3.17

Suppose that baseband signal \( m(t) \) is modeled as the sample function of a Gaussian random process of zero mean, and that the amplitude range of \( m(t) \) at the quantizer input extends from \(-4A_{\text{rms}}\) to \(4A_{\text{rms}}\). We find that samples of the signal \( m(t) \) will fall outside the amplitude range \( 8A_{\text{rms}} \) with a probability of overload that is less than 1 in \(10^4\). If we further assume the use of a binary code with each code word having a length \( n \), so that the number of quantizing levels is \( 2^n \), we find that the resulting quantizer step size is

\[
\delta = \frac{8A_{\text{rms}}}{2^n} \quad (1)
\]

Substituting Eq. (1) to the formula for the output signal-to-quantization noise ratio, we get

\[
(SNR)_o = \frac{3}{16} (2^{28}) \quad (2)
\]
Expressing the signal-to-noise ratio in decibels:

\[ 10 \log_0(\text{SNR})_o = 6R - 7.2 \quad (3) \]

This formula states that each bit in the code word of a PCM system contributes 6dB to the signal-to-noise ratio. It gives a good description of the noise performance of a PCM system, provided that the following conditions are satisfied:

1. The system operates with an average signal power above the error threshold, so that the effect of transmission noise is made negligible, and performance is thereby limited essentially by quantizing noise alone.
2. The quantizing error is uniformly distributed.
3. The quantization is fine enough (say \( R > 6 \)) to prevent signal-correlated patterns in the quantizing error waveform.
4. The quantizer is aligned with the amplitude range from \(-4A_{\text{rms}} \) to \(4A_{\text{rms}}\).

In general, conditions (1) through (3) are true of toll quality voice signals. However, when demands on voice quality are not severe, we may use a coarse quantizer corresponding to \( R \leq 6 \). In such a case, degradation in system performance is reflected not only by a lower signal-to-noise ratio, but also by an undesirable presence of signal-dependent patterns in the waveform of quantizing error.

Problem 3.18

(a) Let the message bandwidth be \( W \). Then, sampling the message signal at its Nyquist rate, and using an \( R \)-bit code to represent each sample of the message signal, we find that the bit duration is

\[ T_b = \frac{T_s}{R} = \frac{1}{2WR} \]

The bit rate is

\[ \frac{1}{T_b} = 2WR \]

The maximum value of message bandwidth is therefore

\[ W_{\text{max}} = \frac{50 \times 10^6}{2 \times 7} \]

\[ = 3.57 \times 10^6 \text{ Hz} \]
(b) The output signal-to-quantizing noise ratio is given by (see Example 2):

\[
10 \log_{10}(\text{SNR})_0 = 1.8 + 6\mathbb{R}
\]

\[
= 1.8 + 6 \times 7
\]

\[
= 43.8 \text{ dB}
\]

Problem 3.25

\[m(t) = A \tanh(\beta t)\]

To avoid slope overload, we require

\[
\frac{\Delta}{T_s} \geq \max \left| \frac{dm(t)}{dt} \right|
\]  \hspace{1cm} (1)

\[
\frac{dm(t)}{dt} = A\beta \text{sech}^2(\beta t)
\]  \hspace{1cm} (2)

Hence, using Eq. (2) in (1):

\[
\Delta \geq \max (A\beta \text{sech}^2(\beta t)) \times T_s
\]  \hspace{1cm} (3)

Since \(\text{sech}(\beta t) = \frac{1}{\cosh(\beta t)}\)

\[
= \frac{2}{e^{\beta t} + e^{-\beta t}}
\]

it follows that the maximum value of \(\text{sech}(\beta t)\) is 1, which occurs at time \(t = 0\). Hence, from Eq. (3) we find that \(\Delta \geq A\beta T_s\).
The modulating wave is
\[ m(t) = A_m \cos(2\pi f_m t) \]
The slope of \( m(t) \) is
\[ \frac{dm(t)}{dt} = -2\pi f_m A_m \sin(2\pi f_m t) \]
The maximum slope of \( m(t) \) is equal to \( 2\pi f_m A_m \).

The maximum average slope of the approximating signal \( m_a(t) \) produced by the delta modulator is \( \delta / T_s \), where \( \delta \) is the step size and \( T_s \) is the sampling period. The limiting value of \( A_m \) is therefore given by
\[ 2\pi f_m A_m > \frac{\delta}{T_s} \]
or
\[ A_m > \frac{\delta}{2\pi f_m T_s} \]

Assuming a load of 1 ohm, the transmitted power is \( A_m^2 / 2 \). Therefore, the maximum power that may be transmitted without slope-overload distortion is equal to \( \delta^2 / 8\pi f_m^2 T_s^2 \).