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Abstract—We propose a biharmonic model for cross-object volumetric mapping. This new computational model aims to facilitate the mapping of solid models with complicated geometry or heterogeneous inner structures. In order to solve cross-shape mapping between such models through divide and conquer, solid models can be decomposed into subparts upon which mappings is computed individually. The biharmonic volumetric mapping can be performed in each subregion separately. Unlike the widely used harmonic mapping which only allows $C^1$ continuity along the segmentation boundary interfaces, this biharmonic model can provide $C^4$ smoothness. We demonstrate the efficacy of our mapping framework on various geometric models with complex geometry (which are decomposed into subparts with simpler and solvable geometry) or heterogeneous interior structures (whose different material layers can be segmented and processed separately).

Index Terms—Volumetric mapping, biharmonic mapping

1 INTRODUCTION

Computing lowly distorted volumetric mapping between two given objects is an important geometric problem in computer graphics and visualization. It serves as an important preprocessing step in many tasks in broad areas of computer-aided design and analysis, industrial manufacturing, medical image analysis, etc. With the advance of data acquisition techniques, massive volumetric models with many multiple attributes and complex geometry are collected and need to be processed. Surface mapping has been extensively studied and many effective algorithms have been developed to handle shells of 3D objects. However, many real-world objects are volumetric and have interior contents. Effective volumetric parameterization is critical to process such data that have not only boundary geometry but also interior material/structures. Due to the much more complicated topological and geometric structures of 3D manifolds, existing volumetric mapping techniques are still inadequate. A desirable volumetric mapping model should usually have the following properties:

1. **Generality.** Many real-world volumetric models have complicated geometry and interior structure (e.g., multiple material layers), therefore, the mapping algorithm needs to be general and can handle data with nontrivial topological types.

2. **Efficiency.** Volumetric models usually have much bigger sizes, compared with surface data, while computational efficiency is important in many engineering applications. An effective computation strategy to handle huge-size and geometrically complex volumetric models is through divide and conquer based on model decomposition. We can partition the complex model into solvable subdomains for individual processing. Such a partitioning is often desirable and sometimes necessary. First, unlike surface parameterization, bijective (i.e., no degeneracy or flip-over) volumetric map may not exist globally between two solid models with complex geometry. Second, volumetric models are often so big that the direct computation is prohibitive and efficient computation conducted on smaller subdomains is preferred.

3. **Smoothness.** A mapping indicates a transformation between two solid objects; it should be smooth, i.e., minimizing the stretch of the transformation and thus physically natural. Individually computed maps on subparts should compose a global map with smooth transition across the cutting interfaces.

4. **Feature preserving.** Volumetric models usually have different materials, rich interior structures and features. The mapping should be feature-aware. For example, corresponding features points/curves or layers of materials should be aligned correctly.

5. **Linear precision.** If the mapping (deformation) of the boundary surface follows a linear transformation, an induced volumetric mapping in the interior region that reproduces this transformation (see Section 5) is natural and therefore desirable.

Our goal is to develop a volumetric mapping model with these desirable properties.

The harmonic function is widely used in shape mapping and deformation, because it indicates the vanishing Laplacian inside the domain. A volumetric map is a harmonic map if all its three components are harmonic. It minimizes the stretching energy and therefore indicates a physically natural transformation between two solid domains. A discrete harmonic mapping can be computed...
efficiently by solving a linear system. However, harmonic volumetric mapping has its limitation in a divide-and-conquer computation framework. Individually computed harmonic maps could have undesirable discontinuity across the partitioning boundary interface. Typically, one is only able to enforce $C^0$ continuity across the mapping boundary. In other words, we can have only the positional constraints on the boundary points, but not their derivatives at the same time. Only $C^0$ continuity along the boundary interface introduces undesirable artifacts in parameterization and subsequent applications such as meshing, texture mapping, deformation, and physical simulations. Specifically, when volumetric parameterization is used for isogeometric analysis, higher continuity is often required.

Therefore, we propose to use a biharmonic model to construct the mapping on decomposed subdomains with $C^1$ continuity. The boundary condition in both positions and normal derivatives can be controlled; hence, we can obtain better smoothness across the cutting interface in a divide-and-conquer computation. Heterogeneous volumetric models with multiple materials can also be segmented and parameterized in a similar manner.

The main contributions of this paper include

1. We propose a biharmonic model to solve volumetric mappings for 3D heterogeneous data, following the surface mapping and boundary normal constraints. Compared with the harmonic map, it provides better boundary continuity control.
2. We develop a biharmonic volumetric mapping computation framework based on the method of fundamental solutions (MFS). Complex models can be decomposed and then parameterized effectively.
3. We demonstrate the effectiveness of our method on various models and show its applications in hex-remeshing and temporal data analysis.

We organize the remainder of this paper as follows: Section 2 reviews the related literatures. In Section 3, we formulate the problem and give an overview of our method. Algorithm details on the boundary positional constraint and normal derivative constraint configurations will be discussed in Sections 4.1 and 4.2, respectively. We discuss the properties of biharmonic volumetric mapping and some implementation details in Section 5, and show experiment results in Section 6. We apply our biharmonic mapping in hex-remeshing and temporal data parameterization in Section 7.

2 RELATED WORK

2.1 Shape Modeling Using Biharmonic Functions

Biharmonic equation is a fourth-order partial differential equation used to minimize the thin-plate energy [1]. In recent years, it has been used to generate high-quality surface patch with the given positional and derivative boundary conditions [1], [2]. Relaxing each vertex of a discrete triangle mesh with harmonic weights or biharmonic weights can get a smooth surface [3]. Biharmonic equation is also used to do real-time mesh deformation [4], [5]. In [4], Helenbrook defines the boundary condition based on an explicit solution and shows the results on the 2D planar mesh. So, it is mainly applied in fluid flows. Jacobson et al. [5] set the solution of biharmonic equation as the linear bending weights for 2D/3D shape deformation and the implementation is based on the mixed finite element method. Lipman et al. [6] define the metric on 2D manifolds based on the biharmonic equation with the normal derivative equals to zeros along the boundary. Tankelevich et al. [7] compare surface reconstruction from points sets based on the solution of harmonic and biharmonic equations; they develop a special boundary condition for biharmonic equation such that it can be solved faster.

2.2 Volumetric Mapping

In recent years, volumetric mapping have gained great interest due to its rich applications in many fields such as computer-aided manufacturing [8], meshing [9], [10], shape registration [11], [12], [13], and trivariate spline construction [14], [15], [16]. Wang et al. [12] discretize the volumetric harmonic energy on the tetrahedral mesh using the finite element method, parameterized volumetric shapes over solid spheres by a variational algorithm. Xia et al. [10] and Han et al. [9] use this discrete harmonic volumetric map in polycube parameterization. Most closely related to this work, in [13], we compute the harmonic volumetric mapping between two solid objects using fundamental solution methods. Later, we incorporate feature alignment in this volumetric mapping framework [17]. In order to handle complicated shapes, the global harmonic mapping often cannot guarantee its bijectiveness. Decomposing complex shapes into simpler subparts is a potentially effective solution. But in such a divide-and-conquer scheme, using the harmonic model, we can at most guarantee a $C^0$ continuity along the partitioning boundary, which usually is not smooth enough, as an example shown in Fig. 4e.


3 ALGORITHM OVERVIEW

3.1 Problem Definition

We consider the computation of the mapping $\Phi : \Omega \rightarrow M$, where volumetric domains $\Omega, M \subset \mathbb{R}^3$ are embedded in 3D space

$$
\begin{align*}
\nabla^4 \Phi &= 0, & \text{in } \Omega, \\
\Phi &= f, & \text{on } \partial \Omega, \\
\frac{\partial \Phi}{\partial n} &= g, & \text{on } \partial \Omega,
\end{align*}
$$

where $\partial \Omega$ and $\partial M$ denote the boundary surface of $\Omega$ and $M$, $n$ is the surface normal on the domain boundary, $\partial \Phi/\partial n$...
then denotes the outward normal derivative, \( f \) and \( g \) are prescribed functions: \( f \) is decided by a given surface mapping \( f : \partial \Omega \to \partial M \), and \( \frac{\partial g}{\partial n} \) indicates the derivative along the normal direction on each boundary point. The mapping (vector function \( \Phi \)) can be decomposed into three components \( \phi^1, \phi^2, \phi^3 \) for \( x, y, z \) axis directions, each of which should be biharmonic.

Under reasonable (enough smoothness) assumption of \( f \) and \( g \), the biharmonic model in (1) can be uniquely solved given a pair of boundary conditions \( f \) and \( g \). A proof is sketched in the appendix, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TVCG.2012.173. In our experiments, we found that for most real-world volumetric data, our computed surface mapping \( f \) and derivative constraint \( g \) satisfy this smoothness assumption.

### 3.2 Solving Biharmonic Mapping Using MFS

Using the MFS [23], the solution (for simplicity, we use \( \phi \) to denote each component \( \phi^j \)) to (1) can be approximated by a linear combination of fundamental solutions of both the harmonic and biharmonic equations:

\[
\phi(h, b, Q, x) = \sum_{j=1}^{N_s} h_j H(q_j, x) + \sum_{j=1}^{N_s} b_j B(q_j, x),
\]

where

- **Kernels:** \( H(q_j, x) = 1/(4\pi|q_j - x|) \) is the fundamental solution of the harmonic term, and \( B(q_j, x) = (q_j - x)/(8\pi) \) is the fundamental solution of the biharmonic term;
- **\( Q = \{q_1, \ldots, q_{N_s}\} \)** is a \( 3N_s \)-dimensional vector, representing the set of \( N_s \) singularity points, each \( q_j = [q_{3j-2}, q_{3j-1}, q_{3j}]^T \in \mathbb{R}^3 \) denotes the position of a singularity point,
- \( h = [h_1, h_2, \ldots, h_{N_s}]^T \) and \( b = [b_1, b_2, \ldots, b_{N_s}]^T \) are vectors of harmonic and biharmonic coefficients associated with these \( N_s \) singularity points, i.e., the degree of the freedom to control the boundary fitting.

The vanishing bilaplacian operator on \( \phi \) is enforced by the fundamental solutions \( H \) and \( B \), we only need to ensure the function satisfy the boundary condition. This boundary fitting is performed on a set of \( N_c \) collocation points defined on the domain boundary \( \partial \Omega \). The kernel function \( H(q_j, x) \) with respect to \( q_j \) (therefore, can also be directly denoted as \( H_q(x) \)) is not defined on this singularity point \( x = q_j \). Therefore, singularity points \( \{q_j\} \) need to be sampled outside the function domain, i.e., on a surface \( \partial \Omega' \) outside \( \Omega \), \( \Omega \subset \Omega' \). It has been shown [24] that an effective MFS system can be constructed by computing an offset surface outside \( \partial \Omega \) then adaptively sampling \( \{q_j\} \).

To perform boundary fitting on each constraint point \( x \in \partial \Omega \), we evaluate \( \phi(x) \) using (2). The boundary constraints are then \( \phi(x) = f(x) \) and \( \frac{\partial \phi(x)}{\partial n(x)} = g(x) \). Enforcing these constraints on all collocation points reduces to a linear system \( A\mathbf{w} = \mathbf{t} \), where the coefficient matrix \( A \)'s dimension is \( 2N_c \times 2N_s \), \( \mathbf{w} \) is the unknown \( 2N_s \)-dimensional coefficient vector \( [h, b]^T \), and \( \mathbf{t} \) is the \( 2N_s \)-dimensional vector indicating the boundary condition evaluated on collocation points. When \( N_C > N_s \), this system is an overdetermined system. With this condition, we can solve the system directly. Usually, the coefficient matrix \( A \) is dense and ill-conditioned; hence we can use truncated Singular Value Decomposition (SVD) to improve its numerical stability [24, 25]. In our work, we set \( N_C < N_s \) and use a regularization term to avoid over fitting (see Section 5.5). We found this approach gives better numerical efficiency and stability in our mapping computation.

The biharmonic equation (1) can be solved using this above collocation method through a three-step pipeline: 1) place singularity and collocation points, 2) on collocation points, formulate boundary constraints evaluated by coefficients (to be solved) associated with these singularity points, 3) solve a linear system to get all the coefficients, enforcing the boundary constraints.

### 3.3 Mapping through Model Decomposition

When the volumetric regions \( \Omega \) and \( M \) are simple, we can directly compute their mapping \( f : \Omega \to M \) using the above method. However, when \( \Omega \) and \( M \) have complex topology or geometry, mapping computation through a divide-and-conquer scheme based on model decomposition is desirable. Specifically, we consistently partition \( \Omega \) and \( M \) into corresponding sets of subparts \( \{\Omega_i, \ldots, \Omega_i\} \) and \( \{M_i, \ldots, M_i\} \), such that the 1) topology of \( \Omega_i \) and \( M_i \) are the same and 2) the dual graphs of their decompositions are isomorphic [26]. Then, on each corresponding pair \( \Omega_i \) and \( M_i \), we compute the volumetric mapping \( \phi_i : \Omega_i \to M_i \) using the above method individually. The computation of this consistent decomposition and corresponding boundary constraints include the boundary positional constraint function \( f \) and the boundary normal derivative constraint function \( g \) is not the focus of this work, but will be briefly discussed in Section 4.

### 4 Boundary Condition Setting

This section elaborates the computation of boundary constraints \( f \) and \( g \) in (1).

The boundary positional constraint function \( f \) is decided by the boundary surface mapping between \( \partial \Omega \) and \( \partial M \). In this work, we construct the surface mapping \( f \) through model decomposition (Section 4.1).

Function \( g \) is usually unknown. In order to have smoothness across cutting boundaries, we derive \( g \) from \( f \) by using a local to global affine approximation technique, namely, we use local affine transformations to approximate a global mapping. It will ensure the unchanged normal derivative along the boundary interface (Section 4.2).

#### 4.1 Positional Constraints by Surface Mapping

We will first discuss our positional constraints setting on a simple volumetric domain then talk about the decomposition and mapping for complex models in the divide-and-conquer scheme.

**Surface mapping on a single volumetric domain.** To compute the volumetric mapping \( \phi : \Omega \to M \), we need to solve the surface map \( f \) between the boundaries \( \partial \Omega \) and \( \partial M \). Cross-surface parameterization methods such as [27], [28], [26], [29], [30] can be used for computing \( f \). In this work, we use a harmonic intersurface map to serve as the
boundary positional constraint of our biharmonic volumetric map. We briefly recap our computation algorithm, which is based on [28], [26].

Given a surface $\partial \Omega$ with $G$ genus and $B$ boundaries, first, we remove the topological handles, and get a surface (base patch) $\partial \Omega'$ with $G+B$ boundaries and some handle patch. If $G + B = 1$, $\partial \Omega'$ is a topological disk; if $G + B = 2$, $\partial \Omega'$ is a topological cylinder; if $G + B = 3$, $\partial \Omega'$ is a topological pants patch (a handle patch is also a topological pants patch). For $G + B > 3$, $\partial \Omega'$ can be decomposed into several topological pants patches (See [26] for detailed constructive algorithm: iteratively remove a pants patch from $\partial \Omega'$ and reduce the boundary number of $\partial \Omega'$ by 1, until $\partial \Omega'$ itself becomes a pants patch). Figs. 1a and 1b show an example of the pants decomposition.

Then, any $\partial \Omega$, reduced to one of the above three topological types, can be parameterized using the harmonic map on the canonical disk, cylinder, and topological hexagons. The corresponding patch $\partial M$ is parameterized likewise. We can then compose the parameterization and get the mapping $f : \partial \Omega \rightarrow \partial M$. Fig. 1c shows the process of parameterization of two corresponding pants patch over regular hexahedrons and the composed interpatch surface map.

Divide-and-conquer scheme. Complex $\Omega$ and $M$ can be decomposed into subsolid parts $\{\Omega_i\}$ and $\{M_i\}$. We need to have a new surface mapping scheme that set up positional constraints between $\partial \Omega_i$ and $\partial M_i$, separately.

Many shape decomposition techniques have been developed in computer graphics literature (see [31] and [32] for thorough surveys); most of these are for partitioning a single surface following its own geometry. Here, for the mapping purpose, the partitioning of $\Omega$ and $M$ need to be consistent (i.e., each subpart $\Omega_i$ has same topology with its corresponding part $M_i$, and the dual graphs of these two decompositions are isomorphic). At the same time, decomposition of heterogeneous solid domains may need to follow the materials, semantics, or geometry of the objects. Volumetric decomposition is not the main focus of this paper. In this work, similar to [27], [29], we first get the consistent decomposition on the surface. Then, we use minimal surfaces to fill the topological disks along the interior boundary interface.

To obtain the consistent volumetric decomposition, we first get the consistent surface decomposition. Conventional consistent surface mesh segmentation is done interactively [29], [33], via tracing shortest paths connecting manually placed markers. It can also be computed using automatic manner using such as [26], [29].

In our experiments, we first compute the consistent surface decomposition and intersurface mapping using the algorithm of [26]. Then, it can be extended into the interior volumes. It is computed through a consistent region growing upon the tetrahedral meshes [34]. We start with the compatible skeletal graphs of the two given models, and simultaneously propagate towards boundary with guaranteed visibility. Such a growing can ensure the topologically coherent adjacency relationship among neighboring subregions and provide a consistent volumetric decomposition (the dual graphs of decompositions of the two models are isomorphic). More implementation details can be found in [34]. Through this way, we can decompose the $\Omega$ and $M$ into $n$ subregions that $\Omega = \{\Omega_1, \Omega_2, \ldots, \Omega_n\}$, $M = \{M_1, M_2, \ldots, M_n\}$. For each $\phi_i : \Omega_i \rightarrow M_i$, we can compute it using the above surface mapping algorithm for single volumetric domain.

4.2 Normal Derivative Constrains by Affine Approximation

In this section, we give an algorithm to compute the normal derivative function $g$ by using affine approximation.

When we handle heterogeneous and decomposed volume data, we want to enforce higher continuity across the cutting interface. Since any directional derivative can be decomposed into the tangent derivative and normal derivative, so $C^1$ continuity consists of tangent derivative continuity and normal derivative continuity. From differential geometry, we know tangent derivative continuity can be ensured by the consistence of positional constraints. Then, we need to choose a function $g$ as the normal derivative function such that the derivative of the mapping will not change when it goes across the subregion boundaries.

Here, we adopt an affine approximation method to set normal derivative boundary condition $g$ for constraint points. We build an affine transformation matrix for each constraint point. Then, we define normal derivative function $g$ on this point according to this local affine function. Given the surface mapping $f : \partial \Omega \rightarrow \partial M$. For a vertex $x \in \partial \Omega$, whose one-ring neighboring vertices are $x_1, x_2, \ldots, x_n$ (Fig. 2), we compute a local affine function \( \Phi(x) = A_x \times x + D_x, x \in \partial \Omega \). The global mapping is $\Phi(x) = \{\Phi(x)\}$ for $x \in \partial \Omega$. So, the normal derivative boundary
condition of the biharmonic function $\Phi$ is given as $\frac{\partial^2 \Phi(x)}{\partial n^2} = A^T \times n$ on point $x$.

The $A_x, D_x$ on each point $x \in \partial\Omega$ can be computed from the surface mapping on the one-ring region in the following linear system:

$$
\begin{align*}
\begin{cases}
\langle f(x_1) &= A_x \times x_1 + D_x \\
\langle f(x_2) &= A_x \times x_2 + D_x \\
\ldots \\
\langle f(x_n) &= A_x \times x_n + D_x,
\end{cases}
\end{align*}
$$

(3)

where $A_x$ is $3 \times 3$ and $D_x$ is $3 \times 1$. We solve this system using the least square method to get $A_x, D_x$. If the affine transformation is degenerated, e.g., a planar local region is transformed into another planar region, the rank of the coefficient matrix of the system (3) reduces to 3 and the linear system becomes under-determined. We still compute $A_x, D_x$ that are the least squares solutions and have the smallest $L_2$ norm.

For a point $x$ along the boundary interface, no matter which volumetric region it belongs to, it will be mapped to a same target point $f(x)$. According to our computation of $\Phi_x(x)$, the point from different volumetric regions will get the same value of $A_x, D_x$. That is, it will have the same normal derivative function $g_x$. So, we can see the point along the boundary interface, it not only keeps position consistence through boundary surface mapping, but also has normal derivative consistence. We also show in Section 5 that this biharmonic volumetric mapping keeps linear precision property.

5 PROPERTIES, IMPLEMENTATION, AND EVALUATIONS

In this section, we discuss properties, implementation details, and evaluations of our volumetric mapping.

5.1 Linear Precision Property

A function $\phi$ has the linear precision property if it can reproduce a linear function exactly: given a set of function values of $\phi(v_i) = r(v_i), v_i \in \partial\Omega$ for any linear function $r$, then $\phi(x) = r(x), x \in \Omega$ [35].

Linear precision property is desirable in describing shape deformation [20]. For example, when the boundary surface transforms rigidly, it will be natural to see the interior region also transforms in the same rigid manner.

Linear precision of harmonic maps. Suppose $\phi$ is a harmonic function, i.e., it is a solution to Laplace’s equation: $\nabla^2 \phi(x) = 0, x \in \Omega$, and satisfies the boundary condition $\phi(v_i) = r(v_i), v_i \in \partial\Omega$, where $r(x)$ is a linear function. Then, since $\phi$ and $r$ satisfy the same boundary conditions and are both solutions to Laplace’s equation (the linear function $r$ is also a harmonic function), by the uniqueness of solutions to Laplace’s equation, they must be the same function $\phi \equiv r$. So the harmonic mapping $\phi$ keeps the linear precision property [36].

Linear precision of our biharmonic maps. Whether biharmonic mapping has the linear precision property is determined by the setting of its boundary condition. When its boundary positional constraints are decided by a linear function, using our normal derivative setting discussed in the last section, the computed biharmonic map has the linear precision property.

Suppose the surface mapping $f$ is a global linear transformation $\phi(x) = r(x) = A_x + D_x, x \in \partial\Omega$. The local linear function $\phi_x(x) = A_x \times x + D_x$ where $A_x$ and $D_x$ are computed from its one-ring transformation, and we have $\phi_x(x) = \phi(x) = A_x + D$ (i.e., $A_x = A, D_x = D$). The normal derivative function

$$
\frac{\partial \phi(x)}{\partial n} = \{g_x(x \in \partial\Omega) = \{A_x^T \times n | x \in \partial\Omega\} = A^T \times n.
$$

While $\frac{\partial r(x)}{\partial n} = A^T \times n$. So, we have $\frac{\partial \phi(x)}{\partial n} \equiv \frac{\partial r(x)}{\partial n}$ and $\phi(x) \equiv r(x), x \in \partial\Omega$. Also, $\phi, r$ are both solutions to biharmonic’s equation ($\Delta^2 r(x) = 0$, since $r$ is a linear function). According to the uniqueness solution of biharmonic’s equation [37], we have $\phi \equiv r$. Therefore, this biharmonic mapping keeps the linear precision property.

5.2 Mapping Bijectivity

Bijectivity should usually be ensured in mapping computation. For general given shapes, finding volumetric mapping with guaranteed bijectivity is usually very difficult. To our best knowledge, mapping construction algorithms with guaranteed bijectivity are only known on simple shapes such as convex or star regions. Our biharmonic model, like the harmonic map, cannot guarantee the mapping bijectivity when the two given models are general shapes. However, our idea of processing complicated models through decomposition and divide and conquer is one potential direction to avoid the degeneracy/flipover caused by the model’s complex topology/geometry. The shape will be decomposed into subparts with simple geometry, whose parameterization is more often bijective.

In practice, we can check the bijectivity of a parameterization by computing the Jacobian value on each tetrahedron or hexahedron (after remeshing). If all Jacobian values are larger than 0, then this piecewise linear mapping function is bijective. For regions with negative Jacobian, it is also possible to develop heuristic adaptive decomposition to further partition these regions. In our experiments, we have performed this Jacobian evaluation, and observed that following our proposed boundary condition, the resultant biharmonic mapping remains bijective. Figs. 8d and 8h list our computed Jacobian statistics.

5.3 Other Boundary Condition Setting Strategies

A unique biharmonic mapping can be specified by the positional constraint function $f$ and normal derivative function $g$. The position constraints are decided by the surface mapping $f$ between boundaries of the source $\Omega$ and the boundaries of target model $M$.

A harmonic intersurface map is a simple choice for $f$. We can analyze its continuity across the boundary of adjacent subparts. Any directional derivative can be expressed by the combination of the normal derivative $\frac{\partial}{\partial n}$ and two tangential derivatives $(\frac{\partial}{\partial t_1}, \frac{\partial}{\partial t_2})$ with the absolute value of coefficients less than 1:

$$
\frac{\partial}{\partial d} = \cos \alpha \frac{\partial}{\partial n} + \cos \beta \frac{\partial}{\partial t_1} + \cos \gamma \frac{\partial}{\partial t_2},$

(4)
where the direction cosine of \( d \) is \((\cos\alpha, \cos\beta, \cos\gamma)\) along the direction \( n, \tau_1, \tau_2 \) and \( \cos^2\alpha + \cos^2\beta + \cos^2\gamma = 1 \).

Using harmonic surface mapping, the only discontinuity issue could appear on the segmentation curves on the boundary surface. On each such curve \( c \) shared by two adjacent regions, the harmonic surface mapping can guarantee \( C^1 \) continuity on the normal direction \( n \) and the tangential direction \( \tau_1 \) along \( c \). Therefore, the difference of the any directional derivative from the adjacent domains is bounded by the difference of the tangential derivatives \( \frac{\partial g}{\partial \tau_1} \) resulting from the separately computed surface harmonic maps. This term is usually quite small. In most of our experiments, \( |\frac{\partial g}{\partial \tau_1} - \frac{\partial g}{\partial \tau_1'}| < 0.02 \).

Using biharmonic surface mapping with a carefully developed boundary condition will provide first-order smoothness along the cutting curve on the surface boundary. However, solving a fourth-order biharmonic equation on the surface is much more expensive. Harmonic boundary condition also satisfies \( C^1 \) boundary condition. This is different from the harmonic equation on the surface which has tangent discontinuity. We can see this boundary condition also satisfies \( C^1 \) continuity and also keeps linear precision property (See Appendix, available in the online supplemental material, for details).

The main disadvantage of this boundary condition setting is its increased computation complexity, since the computation of the \( g \) is based on the harmonic results. The total computational time doubles.

**Clamped boundary condition.** Another natural yet simple setting is to have \( g = 0 \). Setting the normal derivative function to zeros gives an implicit tangent boundary condition. This is different from the harmonic solution which has tangent discontinuity. We can see this boundary condition also satisfies \( \frac{\partial \phi(x)}{\partial n(x)} = \frac{\partial \phi(x)}{\partial n(x)} = 0 \), when \( x \in \partial \Omega \). So, it has \( C^1 \) continuity along the boundary interface. But, it does not keep linear precision property, because \( \frac{\partial \phi(x)}{\partial n(x)} = 0 \) which is usually inequivalent to \( \frac{\partial n}{\partial m} = A_T \times n \).

### 5.4 Measuring Mapping Distortion

Our computation algorithm does not depend on a tessellation of the volumetric region \( \Omega \) and it has closed form. In order to measure the mapping distortion, we implement a metric on the tessellated tetrahedral mesh of \( \Omega \) (without ambiguity, we also denote this tet-mesh as \( \Omega \)). We evaluate the mapping \( \phi(v_i) \) for each vertex \( v_i \in \Omega \), while linearly interpolate the mapping inside each tetrahedron. Considering the Jacobian of the transformation defined on each tetrahedron, we can measure its condition number. As suggested in [38], such a condition number is an indicator of the Jacobian and is invariant to scale and rotation.

Suppose a tetrahedron \( T \) consists of four vertices \( v_n, n = 0, 1, 2, 3 \) with coordinates \( X_n \in \mathbb{R}^3 \). Define edge vectors \( e_{k,n} = X_0 - X_n \) with \( k \neq n \) and \( k = 0, 1, 2, 3 \). Vertex \( v_n \) has three incident edge vectors, \( e_{n+1,n}, e_{n+2,n} \) and \( e_{n+3,n} \) where all the indices are modulo four. The Jacobian matrix at node \( n \), denoted by \( M_{T,n} \), is composed of the columns of these edge vectors, namely

\[
M_{T,n} = (-1)^n(e_{n+1,n}, e_{n+2,n}, e_{n+3,n}).
\]

Suppose under the mapping, the original tetrahedron deforms to a new tetrahedron \( T' \), whose corresponding matrix is \( M_{T'} \). Consider the matrix \( S_n \) that transforms \( M_{T,n} \) to \( M_{T'_n} \). Then, \( S_n = M_{T,n} \cdot M_{T'_n}^{-1} \). We can verify that \( S_n \) is independent of \( n \). Therefore, we write \( S = M_{T,n} \cdot M_{T'_n}^{-1} \). Then, the condition number of a tetrahedron is

\[
k(S) = |S||S^{-1}|.
\]

where \( M_{T,n} \) is invertible when \( T \) has the positive volume. \( k(S) \) measures the condition number of the transformation between the original and mapped tetrahedron. We adopt the Euclidean norm of \( S \):

\[
|S| = \sqrt{\text{tr}(S^T S)}
\]

then \( k(S) \geq 3 \) where in the optimal case \( k(I) = |I||I^{-1}| = 3 \). We use \( k(S) \) to evaluate the volumetric mapping computed on tetrahedral meshes.

![Visual comparison of the polycube parameterization of Max-Planck model using harmonic and biharmonic mappings.](image)

**Fig. 3** shows a comparison on the polycube parameterization of Max-Planck model (also see Figs. 8a and 8b), using harmonic and biharmonic mappings. From the visualized in Figs. 3c and 3d, where the boundary tetrahedra deformed from polycube domain under biharmonic mapping are less stretched than the deformation guided by the harmonic map.

### 5.5 Improving Computation Efficiency

In Section 3.2, the boundary fitting for \( \phi \) is formulated as solving a linear system \( A w = t \) and it is solved by using SVD. However, SVD decomposition is slow for large matrices. To handle complex volumetric data, we have to restrict the size of constraints points and singularity points \( N_c \) and \( N_v \). This may significantly reduce the boundary fitting accuracy: either we lack enough particles (when \( N_S \) is small) for designing fine fields to fit the boundary condition, or we lack enough constraint points (when \( N_c \) is small) to sample and reflect the shape variance on the boundary. In [17], the truncated SVD is used to avoid overfitting and improve the numerical stability and efficiency. The computation of SVD is still very expensive for big solid models.

To improve the stability (overcome the singularity of the linear system and avoid overfitting) and improve the
efficiency of the boundary fitting, we apply an additional regularization term to impose penalty on the norm of coefficients of singularity points, which is also known as ridge regression [39],

\[ E_3 = \sum_{j=1}^{N_s} h_j^2 + \sum_{j=1}^{N_s} b_j^2. \]

The new boundary fitting is formulated as minimizing

\[ E = E_1 + E_2 + \alpha E_3, \tag{5} \]

where

\[ E_1 = \sum_{i=1}^{N_c} \sum_{j=1}^{N_s} (h_j H(q_j, p_i) + b_j B(q_j, p_i)) - f(p_i) \]

\[ E_2 = \sum_{i=1}^{N_c} \sum_{j=1}^{N_s} (h_j \nabla H \cdot n(p_i) + b_j \nabla B \cdot n(p_i)) - g(p_i), \]

and \( \{p_1, \ldots, p_{N_c}\} \) is a set of constraint points sampled on the domain boundary \( p_i \in \partial \Omega \). \( \alpha > 0 \) is a parameter which controls the weight balance of boundary fitting and regularization. Note that (5) is still quadratic, which could be denoted as \( E = \frac{1}{2} x^T A x + b^T x + c \), where the positive definite matrix \( A \) can be preassembled. With an appropriate \( \alpha \), the minimization of this quadratic energy \( E \) can be efficiently solved using LU-decomposition. Compared with SVD, this will significantly improve the computational efficiency and numerical stability. Therefore, this framework can now handle big volumetric data more efficiently.

To pick a suitable parameter \( \alpha \), we first show that \( \alpha \) is related to the condition number of the coefficient matrix \( A \). The numerical stability of the system depends on the condition number of the coefficient matrix. Smaller condition number indicates better numerical stability. Suppose we set a threshold value \( K \) for the condition number of \( A \), namely, to make \( \text{cond}(A) \leq K \). Then, from (5), \( E = E_1 + E_2 + \alpha E_3 \), the coefficient matrix \( A \) also consists of three terms \( A = A_1 + A_2 + \alpha A_3 \) where the semidefinite matrix \( A_1 \) comes from \( E_1 \), semidefinite matrix \( A_2 \) comes from \( E_2 \), and diagonal matrix \( A_3 \) comes from \( E_3 \).

We can compute the singular value of \( A_1 + A_2 \). Let \( \sigma_{\text{max}} \) be the maximum singular value of \( A_1 + A_2 \) and its minimum singular value is 0 (since \( A_1 \) and \( A_2 \) are underdetermined). Also, the singular value of \( A_3 \) is 1. So, the condition number of the matrix \( A \) is \( \text{cond}(A) = \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}} \).

From \( \text{cond}(A) \leq K \), it has \( \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}} \leq \frac{1}{K} \).

Second, according to [40], if we solve the linear system \( A x = b \) by LU decomposition, and the elements of \( A \) and \( b \) are accurate up to \( s \) decimal places to the left of the decimal point (\( s \approx 10^{-13} \) based on IEEE 754 float type) and \( \text{cond}(A) \approx 10^t \), where \( t \leq s \), then the computed solution is accurate to about \( s - t \) decimal places to the left of the decimal point.

So, we set the threshold value of condition number \( K \) based on the desired accuracy of the solution, then calculate \( \alpha \) from such \( K \). In our experiments, we take \( K \approx O(10^0) \), then the computed solution is with \( O(10^{-7}) \) accuracy. For the spherical mapping of the Omotondo model, we have \( \sigma_{\text{max}} = 36.8259 \) and set \( K = 2.5 \times 10^6 \), then \( \alpha \geq \frac{36.8259}{2.5 \times 10^6} \approx 0.015 \). Similar computation can be applied in other models.

We test this on several models and show the side-by-side comparison on their running time and boundary fitting error, using same numbers/positions of source and constraint points. And the boundary fitting error is the average squared distances \( |f(p_i) - \Phi(p_i)|^2 \), \( p_i \in \partial \Omega \) between the target boundary points and the images of boundary points under the mapping. The results are shown in Table 1, which shows the improvement on both the computation efficiency and fitting accuracy.

6 Experimental Results

We implement our mapping computation in C++ and perform experiments on a 3 GHz Pentium-IV PC with 4 G RAM. Our experimental data include the heterogeneous data and decomposed volume data.

6.1 Mapping Heterogeneous Volume Data

Fig. 4 illustrates an example of multiple-layered volumetric model. We try to parameterize a head model (Fig. 4b) onto a cube domain \( \Omega \) (Fig. 4a), with the brain region and the other layers being handled separately: we want the brain region \( M_1 \subset M \) inside the head to be mapped to the smaller cube region \( \Omega_1 \) inside \( \Omega \), and we denote the region outside the brain as \( M_2 = M\setminus M_1 \), whose corresponding parametric domain is \( \Omega_2 = \Omega \setminus \Omega_1 \). If we consider the volumetric mapping

![Image](image-url)
on both $M_1$ and $M_2$: $\Phi_1 : \Omega_1 \to M_1$ and $\Phi_2 : \Omega_2 \to M_2$, naturally, along the brain cortex isosurface $\partial \Omega_1$, we want the mappings $\Phi_1$ and $\Phi_2$ to be smooth and obtain not only the positional continuity but also derivative consistency. If the harmonic volumetric mapping is used to handle both regions separately, then the derivative transition along the isosurface is not smooth, as indicated by the parametric coordinates in Fig. 4e. When we use the biharmonic volumetric mapping, we can guarantee the nice derivative smoothness, as shown in Fig. 4f. The derivative discontinuity $\delta_n = \| \frac{\partial \Phi_1}{\partial n} - \frac{\partial \Phi_2}{\partial n} \|$, $x \in \partial \Omega_1$ is computed and color-encoded in Figs. 4c and 4d to show numerically the mapping smoothness along the cutting boundary. Through the side-by-side comparison, biharmonic mapping demonstrates much better smoothness. We also use the color-encoded distance field to visualize the mapping result. When a map $\Phi : \Omega \to M$ is computed, the color-encoded (red indicates the maximum while blue indicates the minimum) distance field defined on one object can be transferred to the other, by plotting the color of a point $P \in \Omega$ on its corresponding image $M(\phi(P))$ or inversely, plotting the color of $P \in M$ on $\phi(P) \in \Omega$. We visualize the biharmonic volumetric mapping result in Figs. 4g, 4h, and 4i.

**TABLE 1**

<table>
<thead>
<tr>
<th>Model</th>
<th>$N_\Omega$</th>
<th>$N_\Omega/N_{\Omega_1}$</th>
<th>Source Point Ratio $N_s/N_{\Omega_1}$</th>
<th>LU Time</th>
<th>Boundary Fitting Error</th>
<th>SVD Time</th>
<th>Boundary Fitting Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Omedando/Sphere</td>
<td>3002</td>
<td>0.4093</td>
<td>0.4398</td>
<td>64.66</td>
<td>0.4003e-3</td>
<td>355.31</td>
<td>0.1362e-2</td>
</tr>
<tr>
<td>PCube/2-Torus</td>
<td>6622</td>
<td>0.8883</td>
<td>0.2332</td>
<td>388.32</td>
<td>0.2832e-2</td>
<td>3626.03</td>
<td>0.1e-2</td>
</tr>
<tr>
<td>Sphere/Max-Planck</td>
<td>9002</td>
<td>0.9461</td>
<td>0.1131</td>
<td>946.08</td>
<td>0.1113e-4</td>
<td>8568.29</td>
<td>0.1890e-3</td>
</tr>
<tr>
<td>Sphere/Igea</td>
<td>13002</td>
<td>0.4619</td>
<td>0.4619</td>
<td>469</td>
<td>0.4619e-5</td>
<td>1180</td>
<td>0.8689e-3</td>
</tr>
</tbody>
</table>

The constraint point ratio $N_\Omega/N_{\Omega_1}$ and source point ratio $N_s/N_{\Omega_1}$ are 0.4 and 0.8, respectively, where $N_{\Omega_1}$ is the number of vertices on the source boundary surface $\partial \Omega$. The computation time is measured in seconds.

Fig. 4. Parameterization of an heterogeneous head model onto a cube domain (surface vertex number is 20k). (a) The cube domain, (b) the head model, with the brain region to be mapped onto the interior cube in (a). The derivative discontinuity $\delta_n = \| \frac{\partial \Phi_1}{\partial n} - \frac{\partial \Phi_2}{\partial n} \|$, $x \in \partial \Omega_1$ is computed and color-encoded in Figs. 4c and 4d to show numerically the mapping smoothness along the cutting boundary. Through the side-by-side comparison, biharmonic mapping demonstrates much better smoothness. We also use the color-encoded distance field to visualize the mapping result. When a map $\Phi : \Omega \to M$ is computed, the color-encoded (red indicates the maximum while blue indicates the minimum) distance field defined on one object can be transferred to the other, by plotting the color of a point $P \in \Omega$ on its corresponding image $M(\phi(P))$ or inversely, plotting the color of $P \in M$ on $\phi(P) \in \Omega$. We visualize the biharmonic volumetric mapping result in Figs. 4g, 4h, and 4i.
by the transferred distance field from head/brain to the cube. Fig. 4g shows the distance field defined on the head/brain domain while the transferred distance field is shown in Figs. 4h and 4i from cross sections in $x$ and $y$-directions.

### 6.2 Mapping Decomposed Volume Data

Figs. 5 and 6 show our biharmonic mapping computation applied on decomposed Torus and Rocker-arm models. The decomposition of the torus and Rocker-arm are illustrated using colors in (a). The corresponding target shape is shown in (b). We parameterize each subregion of torus onto a convex cell (as indicated by the corresponding color). Adjacent subregions share a surface interface and we enforce the positional consistency as well as the derivative constraint $g$ with local linear approximation setting across the boundary. The color-encoded distance field computed on each convex shape (c) is transferred into the rocker-arm (d) (i.e., the color of each point $x$ on $\Omega$ is rendered on $\Phi(x) \in M$) to visualize the mapping result. Figs. 5e and 6e illustrate the normal derivative discontinuity $\delta_n$ along the cutting boundary. Compared with harmonic mapping, our biharmonic mapping with derivative boundary condition enforced along the cutting boundary brings a parameterization with smooth derivative transition across the boundary.

### 7 Applications

In this section, we apply our model in the hex-remeshing and 3D dynamic temporal data registration.

#### 7.1 Hex-Remeshing

The hex-remeshing converts the tessellation of a volumetric model from a tetrahedral mesh to a hexahedral mesh. An effective hexahedral remeshing is desirable in many scientific and engineering tasks such as finite element simulation and isogeometric analysis, because a high-quality hexahedral mesh can significantly facilitate the computation and analysis in many of these tasks.

We apply our biharmonic volumetric mapping to hex-remeshing through the polycube domain. A polycube domain is a shape glued by a lot of small regular cubes [41]. The basic idea is to compute the mapping between a solid model $M$ and a solid polycube domain $\Omega$. Then, on $\Omega$, we can sample points regularly and obtain a perfect hexahedral mesh, then with the mapping this hexahedral mesh can be transformed into the geometry of $M$. If the mapping $\phi$ has very small distortion, the generated hexahedral mesh for $M$ has a very good quality.

In our experiment, we construct the polycube domain and obtain the surface mapping between the model and the polycube boundary using the method introduced in [33], and then compute the volumetric mapping use the algorithm proposed in this paper. We also compare our result with that generated through harmonic volumetric mapping suggested in [24].

Figs. 4e and 4f show an example of hex-remeshing of heterogeneous volumetric models. The side-by-side comparison shows that compared with the harmonic mapping, the biharmonic mapping generates a smoother and therefore more desirable hexahedral mesh.

Fig. 7 shows the parameterization of the Isis model $M$ (b) to the polycube domain $\Omega$ (a). $M$ is decomposed into two subparts: $M = \{M_1, M_2\}$, where $M_1$ is mapped to the upper cube and $M_2$ is mapped to the lower cube. The transferred hex-meshes from the polycube to Isis model are shown in (c) and (d), based on the harmonic and biharmonic volumetric mappings, respectively. We can see the biharmonic mapping provides significantly better smoothness along the cutting boundary.
We show some more biharmonic polycube hex-remeshing results in Fig. 8. We parameterize a Max planck’s head model (b) onto a unit cube (a), then the remeshed model is shown in (c). The hex-remeshing of a Chinese-horse model is shown in (e-g). We use the scaled Jacobian metric \[ \frac{1}{C_0}; 1 \] with 1 being optimal to measure the quality of the generated mesh. The distribution of the Jacobian value in (d,h) and our results are comparable to the paper [43].

7.2 Consistent Parameterization of Temporal Data

Another application of our biharmonic volumetric mapping is registration. Registration has been a ubiquitous technique, which is widely used in many applications in computer vision, computational medicine, etc. An accurate registration indicates the natural differences between models in a quantitative way, and benefits the subsequent analysis tasks. Here, we use a medical example to demonstrate the usage of biharmonic volumetric mappings in 3D dynamic temporal registration.

Our experiment is conducted on the temporally scanned lung data collected during multiple respiratory cycles of some patient having the lung tumor. The goal is to accurately register the deforming volumetric region, so that the tumor’s deformation (and its related motion) can be described, analyzed, and used to guide the subsequent radiation (in which the beam should correctly target the tumor without touching surrounding normal organs or tissues) [44].

Due to the natural heterogeneous property of the data we need to handle, the model decomposition is desirable. Also it is necessary to preserve the \( C^1 \) continuity across the boundary of lung and tumor domains. For example, for vessels that are surrounding organs and tissues, as shown in Fig. 9, when we segment the organ from the surrounding environment, these vessels are also cut apart across the partitioning boundary. Transformations (mappings) inside and outside the partitioning boundary are computed separately but their transitions shall naturally be smooth.

Fig. 10 shows some registration/matching results computed using biharmonic mapping. In (a), the volumetric models are extracted from three different time frames during one respiratory cycle. We parameterize all these data onto a common sphere domain for the consistent parameterization. To analyze the motion and deformation of the tumor region (red), it shall be mapped onto the red small sphere, while the left region of its surrounding lung tissue shall be mapped to the left outside region. Then, we compute our biharmonic model on these two subparts separately while preserving \( C^1 \) continuity along the isosurface. The mapping results are visualized using the transferred distance field from the canonical domain (b) to each model shown in (c). With the consistent parameterization over the canonical sphere, the registration between any pair of the models can be computed immediately, as shown.
in (c). The motion and deformation of the entire lung region can then be depicted on the sphere domain, and used to predict the tumor’s trajectory.

8 CONCLUSIONS

We propose a biharmonic volumetric mapping computation framework using the fundamental solution method. Compared with harmonic mapping, the biharmonic mapping allows better boundary control. In a divide-and-conquer computation framework for mapping huge, complex, or heterogeneous volumetric models, this biharmonic model is desirable because it can provide nice smoothness across the cutting boundary. Our proposed boundary derivative setting algorithm can ensure the linear precision property of our biharmonic transformation. Compared with harmonic mapping based on fundamental solutions [24], [17], our new solving scheme is also more accurate and efficient.

One limitation of our current volumetric mapping framework is that this mapping result depends on the boundary surface mapping. Intuitively, the volumetric mapping and its boundary surface mapping are closely related to each other. Smoother boundary surface mapping will give us better volumetric mapping. However, instead of computing surface mapping first, directly solving the volumetric mapping could be more natural in some scenarios. We will explore along this direction in the near future.

We will also explore the computation of biharmonic inter-surface mapping, and the numerical improvement of the computational efficiency and accuracy. Furthermore, we will explore other applications of biharmonic volumetric mapping.
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APPENDIX
A. EXISTENCE OF BIHARMONIC FUNCTIONS ON A SOLID DOMAIN

This appendix is to show that the biharmonic problem in eq (1) is well-posed in the framework of Sobolev spaces (cf. [1] and references therein).

Let \( \Omega \subset \mathbb{R}^3 \) be a bounded smooth domain or a polyhedron, \( f \in H^{7/2}(\partial \Omega) \) and \( g \in H^{5/2}(\partial \Omega) \) where \( H^{7/2}(\partial \Omega) \) and \( H^{5/2}(\partial \Omega) \) are fractional Sobolev spaces as defined in [1]. In practice, we only require a finite sampling of the functions \( f \) and \( g \). Consider the following problem

\[
\begin{align*}
\nabla^4 \Phi &= 0 & \text{in } \Omega, & (1a) \\
\Phi &= f & \text{on } \partial \Omega, & (1b) \\
\frac{\partial \Phi}{\partial n} &= g & \text{on } \partial \Omega, & (1c)
\end{align*}
\]

where \( n \) denotes the outer normal of \( \Omega \) and the boundary conditions (1b) and (1c) are understood in trace sense. By trace theorem\(^1\), there exist \( \zeta \in H^4(\Omega) \) such that \( \zeta = f \) on \( \partial \Omega \) and \( \frac{\partial \zeta}{\partial n} = g \) on \( \partial \Omega \). Moreover,

\[
\| \zeta \|_{H^4(\Omega)} \leq C(\| f \|_{H^{7/2}(\partial \Omega)} + \| g \|_{H^{5/2}(\partial \Omega)})
\]

(2)

where \( C \) is a constant depending on \( \Omega \). Then \( \Phi \) solves (1a)-(1c) if and only if \( \psi = \Phi - \zeta \in H^2(\Omega) \) solves the following biharmonic equation with homogeneous Dirichlet boundary condition

\[
\begin{align*}
\nabla^4 \psi &= -\nabla^4 \zeta & \text{in } \Omega, & (3a) \\
\psi &= 0 & \text{on } \partial \Omega, & (3b) \\
\frac{\partial \psi}{\partial n} &= 0 & \text{on } \partial \Omega, & (3c)
\end{align*}
\]

Following the classical variational approach (cf. Chapter 1 & Chapter 7 in [1]), the problem (3a)-(3c) is uniquely solvable in \( H^2(\Omega) \). Moreover,

\[
\| \psi \|_{H^2(\Omega)} \leq C(\| \nabla^4 \zeta \|_{L^2(\Omega)})
\]

(4)

where \( C \) is a constant depending only on \( \Omega \).

Therefore, the problem (1a)-(1c) has a unique solution in \( H^2(\Omega) \). Moreover, it follows from (2) and (4) that the solution depends continuously on the data \( f \) and \( g \), i.e.,

\[
\| \Phi \|_{H^4(\Omega)} \leq C(\| f \|_{H^{7/2}(\partial \Omega)} + \| g \|_{H^{5/2}(\partial \Omega)})
\]

APPENDIX
B. HARMONIC-BASED BOUNDARY CONDITION

This appendix is to illustrate the way to set \( g \) according to the harmonic volumetric mapping results.

Assume we have two adjacent regions \( \Omega_1 \) and \( \Omega_2 \), and their interface boundary is \( \partial \Omega_{12} \) (see Fig. 1). First, we compute two harmonic volumetric mapping \( \Phi_1, \Phi_2 \) for each region according to their surface mapping. Then we compute their biharmonic volumetric mapping \( \Phi_1, \Phi_2 \). We set \( g \) based on the harmonic results:

\[
\begin{align*}
\Phi_1 \left|_{\partial \Omega_{12}} \right. &= \frac{\partial \Phi_1}{\partial n} \\
\Phi_2 \left|_{\partial \Omega_{12}} \right. &= \frac{\partial \Phi_2}{\partial n}
\end{align*}
\]

Fig. 1. The decomposed domain illustrating the harmonic-based boundary condition.

\[
\begin{align*}
\frac{\partial \Phi_1}{\partial n}(x) = \begin{cases} 
\frac{\partial \Phi_1^h}{\partial n_1(x)} + \frac{\partial \Phi_1^h}{\partial n_2(x)} & \text{if } x \in \partial \Omega_1 \& \ x \notin \partial \Omega_{12}, \\
\frac{\partial \Phi_1^h}{\partial n_1(x)} = \frac{\partial \Phi_1^h}{\partial n_2(x)} & \text{if } x \in \partial \Omega_{12}, \\
\frac{\partial \Phi_1^h}{\partial n_1(x)} & \text{if } x \in \partial \Omega_2 \& \ x \notin \partial \Omega_{12}, \\
\frac{\partial \Phi_1^h}{\partial n_1(x)} = \frac{\partial \Phi_1^h}{\partial n_2(x)} & \text{if } x \in \partial \Omega_{12}, \\
\end{cases}
\end{align*}
\]
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1. Trace theorem is standard for smooth domains but becomes complicated for nonsmooth domains (cf.[2]).