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**Question 1: (50%)**

The autocorrelation function \( r(m) \) of a stationary real-valued signal \( u(n) \) can be formulated as

\[
r(m) = \frac{1}{2} \left( \left( -\frac{1}{2} \right)^m + \left( \frac{1}{2} \right)^m \right), \quad m = 0, 1, 2, \ldots.
\]

An \( m \)\textsuperscript{th}-order, \( L \)-step linear prediction-error filter is to be established such that

\[
f_{m,L}(n) = u(n) + \sum_{k=L}^{m+L-1} a_{m,k}^* u(n-k).
\]

(a) Write the Levinson-Durbin algorithm (without the matrix inversion) for this \( L \)-step linear prediction-error filter. Hint: Define the \( L \)-step linear prediction-error filter coefficients as a vector:

\[
\bar{a}_m = \begin{bmatrix} 1 & 0 \cdots 0 & a_{m,L} & a_{m,L+1} & \cdots & a_{m,m+L-1} \end{bmatrix}^T.
\]

(20%)

(b) Using the Levinson-Durbin algorithm, compute the numerical value of the reflection coefficient \( k_3 \) and the numerical value of the minimum mean-squared prediction error \( P_3 \) when \( L=3 \). (20%)

(c) What is the minimum order \( m \) to achieve the optimum mean-squared prediction error when \( L=3 \)? (10%)
Answer to Question 1:

(a) Define the \( \bar{a}_m \equiv \begin{bmatrix} 1 & 0 \ldots 0 & a_m, L & a_{m+1} & \cdots & a_{m+m+L-1} \end{bmatrix}^T \)

and \( \bar{r}_m \equiv \begin{bmatrix} r^*(1) & \cdots & r^*(m) \end{bmatrix}^T \).

(i) initialization: \( \bar{a}_0 = \begin{bmatrix} 1 & 0 \ldots 0 \end{bmatrix}^T \), \( P_0 = r(0) \).

(ii) \( m=1, 2, \ldots \)

\[ \Delta_{m-1} = \bar{r}_{m+L-1}^B \bar{a}_{m-1} \]

\[ k_m = -\frac{\Delta_{m-1}}{P_{m-1}} \]

\[ P_m = P_{m-1} + k_m \Delta_{m-1} \]

\[ a_{m,l} = \begin{cases} a_{m-1,l} + k_m a_{m-1,m+L-1}^*, & l = 0, L, L + 1, \ldots, m + L - 2 \\ 0, & l = 1, \ldots, L - 1 \end{cases} \]

\[ a_{m,m+L-1} = k_m \]

(b) \( P_0 = r(0) = 1; \bar{a}_0 = [1 \ 0 \ 0]^T \)

\( m=1, \)

\[ \Delta_0 = \bar{r}_3^B \bar{a}_0 = r(3) = 0. \]

\[ k_1 = -\frac{\Delta_0}{P_0} = 0 \]

\[ P_1 = P_0 + k_1 \Delta_0^* = 1 \]

\[ a_{1,3} = k_1 = 0 \]

\[ \bar{a}_1 = [1 \ 0 \ 0 \ 0]^T \]

\( m=2, \)

\[ \Delta_1 = \bar{r}_4^B \bar{a}_1 = r(4) = \frac{1}{16} = 0.0625 \]
\[ k_2 = -\frac{\Delta_1}{P_1} = -\frac{1}{16} = -0.0625 \]

\[ P_2 = P_1 + k_2 \Delta_1^* = 1 - \frac{1}{256} = 0.9961 \]

\[ a_{2,3} = a_{1,3} + k_2 a_{1,2}^* = 0 \]

\[ a_{2,4} = k_2 = -0.0625 \]

\[ \bar{a}_2 = \begin{bmatrix} 1 & 0 & 0 & 0 & -0.0625 \end{bmatrix}^T \]

\[ m=3, \]

\[ \Delta_2 = \tilde{r}_5^{BT} \bar{a}_2 = r(5) - \frac{1}{256} r(1) = 0 \]

\[ k_3 = -\frac{\Delta_2}{P_2} = 0 \]

\[ P_3 = P_2 + k_3 \Delta_2^* = P_2 = 0.9961 \]

\[ a_{3,3} = a_{2,3} + k_3 a_{2,3}^* = 0 \]

\[ a_{3,4} = a_{2,4} + k_3 a_{2,2}^* = -0.0625 \]

\[ a_{3,5} = k_3 = 0 \]

\[ \bar{a}_3 = \begin{bmatrix} 1 & 0 & 0 & 0 & -0.0625 \end{bmatrix}^T \]

\[ \therefore k_3 = 0, \quad P_3 = \frac{255}{256} = 0.9961 \]

(c) \( m=2 \) is the minimum order to achieve the optimum mean-squared prediction error.
**Question 2: (50%)**

A stationary real-valued signal $u(n)$ is generated by an ARMA process such that

$$u(n) = -0.2u(n - 1) + 0.15u(n - 2) + 0.5v(n) + v(n - 1),$$

where $v(n)$ is a real-valued, zero-mean white process with the variance $\sigma_{v}^{2}$. An $M^{th}$-order one-step linear forward prediction-error filter is established.

(a) Determine the minimum model order to achieve the optimal prediction error and the corresponding prediction-error filter coefficients. (30%)

(b) What is the minimum mean-squared prediction error in terms of $\sigma_{v}^{2}$? (20%)
Answer to Question 2:

(a) \( S_{ff}(\omega) = S_{uu}(\omega) \left| H_{f,M}(e^{j\omega}) \right| \) needs to be whitened

where \( S_{uu}(\omega) = 2\pi \sigma_v^2 \left| G(z) \right|^2 \) and \( G(z) = \frac{0.5 + z^{-1}}{1 + 0.2z^{-1} - 0.15z^{-2}} \).

\[
G(z) = \frac{0.5 + z^{-1}}{1 + 0.2z^{-1} - 0.15z^{-2}} = \frac{(0.5 + z^{-1})}{(1 + 0.5z^{-1})}\frac{(1 + 0.5z^{-1})}{(1 + 0.5z^{-1})(1 - 0.3z^{-1})}
\]

\[
= \frac{(0.5 + z^{-1})}{(1 + 0.5z^{-1})(1 - 0.3z^{-1})}
\]

Since \( \frac{(0.5 + z^{-1})}{(1 + 0.5z^{-1})} \) is all-pass transfer function,

\[
S_{uu}(\omega) = 2\pi \sigma_v^2 \left| \left. \frac{1}{(1 - 0.3z^{-1})} \right|_{z = e^{j\omega}} \right|^2 \Rightarrow H_{f,M}(z) = 1 - 0.3z^{-1}.
\]

\( M = 1, \) and \( a_{1,0} = 1, a_{1,1} = -0.3 \).

(b) \[
P_M = \int_{-\pi}^{\pi} S_{uu}(\omega) \left| H_{f,M}(e^{j\omega}) \right|^2 \frac{d\omega}{2\pi} = \sigma_v^2
\]