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## Question 1: (50\%)

An adaptive filter is excited by the stationary input sequence $u(n)$. The desired response is $d(n)$. The autocorrelation function of the input is described as $r_{u}(0)=1, r_{u}(1)=\frac{1}{2}$, $r_{u}(2)=\frac{1}{4}$ and $r_{u}(3)=\frac{1}{8}$. The cross-correlation between the input and the desired responses can be described as $p(0)=p(-1)=p(-2)=p(-3)=\frac{1}{4}$. The variance of the desired response is $\sigma_{d}^{2}=1$.
(a) What is the optimal tap-weight vector for model order $M=3$ ? (15\%)
(b) What is the mean-square error for such an optimal filter of model order $M=3$ ? $(10 \%)$
(c) What is the optimal tap-weight vector for model order $M=4$ ? (25\%)

## Answer to Question 1:

(a) $\widetilde{R}_{3}=\left[\begin{array}{lll}r_{u}(0) & r_{u}(1) & r_{u}(2) \\ r_{u}(1) & r_{u}(0) & r_{u}(1) \\ r_{u}(2) & r_{u}(1) & r_{u}(0)\end{array}\right]=\left[\begin{array}{ccc}1 & \frac{1}{2} & \frac{1}{4} \\ \frac{1}{2} & 1 & \frac{1}{2} \\ \frac{1}{4} & \frac{1}{2} & 1\end{array}\right], \vec{P}=\left[\begin{array}{c}\frac{1}{4} \\ \frac{1}{4} \\ \frac{1}{4}\end{array}\right]$
$\widetilde{R}_{3}^{-1}=\frac{1}{\left(1+\frac{1}{16}+\frac{1}{16}-\frac{1}{16}-\frac{1}{4}-\frac{1}{4}\right)}\left[\begin{array}{ccc}\frac{3}{4} & -\frac{3}{8} & 0 \\ -\frac{3}{8} & \frac{15}{16} & -\frac{3}{8} \\ 0 & -\frac{3}{4} & \frac{3}{4}\end{array}\right]=\frac{16}{9}\left[\begin{array}{ccc}\frac{3}{4} & -\frac{3}{8} & 0 \\ -\frac{3}{8} & \frac{15}{16} & -\frac{3}{8} \\ 0 & -\frac{3}{4} & \frac{3}{4}\end{array}\right]=\left[\begin{array}{ccc}\frac{4}{3} & -\frac{2}{3} & 0 \\ -\frac{2}{3} & \frac{5}{3} & -\frac{2}{3} \\ 0 & -\frac{2}{3} & \frac{4}{3}\end{array}\right]$
$\bar{w}_{\text {opt }}=\widetilde{R}_{3}^{-1} \stackrel{\rightharpoonup}{P}=\left[\begin{array}{lll}\frac{1}{6} & \frac{1}{12} & \frac{1}{6}\end{array}\right]^{T}$
(b) $J_{\min }=\sigma_{d}^{2}-\vec{P}^{H} \bar{w}_{\text {opt }}=1-\left[\begin{array}{lllll}\frac{1}{4} & \frac{1}{4} & \frac{1}{4}\end{array}\right]\left[\begin{array}{lll}6 & \frac{1}{12} & \frac{1}{6}\end{array}\right]^{T}=1-\frac{5}{48}=\frac{43}{48}$
(c) $\widetilde{R}_{4}^{-1}=\left[\begin{array}{cc}R_{3}^{-1} & \stackrel{0}{0} \\ \overrightarrow{0}^{T} & 0\end{array}\right]+\frac{1}{r_{u}(0)-\vec{r}^{B T} R_{3}^{-1} \vec{r}^{B^{*}}}\left[\begin{array}{c}-R_{3}^{-1} \vec{r}^{*} \\ 1\end{array}\right]\left[\begin{array}{ll}-\bar{r}^{B T} R_{3}^{-1} & 1\end{array}\right]$,
where $\vec{r}=\left[\begin{array}{lll}r_{u}(1) & r_{u}(2) & r_{u}(3)\end{array}\right]^{T}$ and $\vec{r}^{B T}=\left[\begin{array}{lll}r_{u}(3) & r_{u}(2) & r_{u}(1)\end{array}\right]$.

$$
\begin{aligned}
& r_{u}(0)-\bar{r}^{B T} R_{3}^{-1} \vec{r}^{*}=1-\left[\begin{array}{lll}
\frac{1}{8} & \frac{1}{4} & \frac{1}{2}
\end{array}\right]\left[\begin{array}{ccc}
\frac{4}{3} & -\frac{2}{3} & 0 \\
-\frac{2}{3} & \frac{5}{3} & -\frac{2}{3} \\
0 & -\frac{2}{3} & \frac{4}{3}
\end{array}\right]\left[\begin{array}{c}
\frac{1}{8} \\
\frac{1}{4} \\
\frac{1}{2}
\end{array}\right]=1-\left[\begin{array}{lll}
0 & 0 & \frac{1}{2}
\end{array}\right]\left[\begin{array}{c}
\frac{1}{8} \\
\frac{1}{4} \\
\frac{1}{2}
\end{array}\right]=\frac{3}{4} \\
&-R_{3}^{-1} \vec{r} B^{*}=\left[\begin{array}{ccc}
\frac{4}{3} & -\frac{2}{3} & 0 \\
-\frac{2}{3} & \frac{5}{3} & -\frac{2}{3} \\
0 & -\frac{2}{3} & \frac{4}{3}
\end{array}\right]\left[\begin{array}{c}
\frac{1}{8} \\
\frac{1}{4} \\
\frac{1}{2}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
-\frac{1}{2}
\end{array}\right] \Rightarrow\left[\begin{array}{cc}
-R_{3}^{-1} \vec{r}^{B^{*}} \\
1
\end{array}\right]\left[\begin{array}{ll}
-\bar{r}^{B T} R_{3}^{-1} & 1
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
-\frac{1}{2} \\
1
\end{array}\right]\left[\begin{array}{llll}
0 & 0 & -\frac{1}{2} & 1
\end{array}\right] \\
&=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{4} & -\frac{1}{2} \\
0 & 0 & -\frac{1}{2} & 1
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
& \widetilde{R}_{4}^{-1}=\left[\begin{array}{cccc}
\frac{4}{3} & -\frac{2}{3} & 0 & 0 \\
-\frac{2}{3} & \frac{5}{3} & -\frac{2}{3} & 0 \\
0 & -\frac{2}{3} & \frac{4}{3} & 0 \\
0 & 0 & 0 & 0
\end{array}\right]+\frac{4}{3}\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{4} & -\frac{1}{2} \\
0 & 0 & -\frac{1}{2} & 1
\end{array}\right]=\left[\begin{array}{cccc}
\frac{4}{3} & -\frac{2}{3} & 0 & 0 \\
-\frac{2}{3} & \frac{5}{3} & -\frac{2}{3} & 0 \\
0 & -\frac{2}{3} & \frac{5}{3} & -\frac{2}{3} \\
0 & 0 & -\frac{2}{3} & \frac{4}{3}
\end{array}\right] \\
& \vec{w}_{\text {opt }}=\widetilde{R}_{4}^{-1} \vec{P}=\left[\begin{array}{llll}
\frac{1}{6} & \frac{1}{12} & \frac{1}{12} & \frac{1}{6}
\end{array}\right]^{T}
\end{aligned}
$$

## Question 2: (50\%)

An adaptive filter of model order $M=2$ is excited by the stationary input sequence $u(n)$. The desired response is $d(n)$. The autocorrelation function of the input is described as $r_{u}(0)=2, r_{u}(1)=1$. The cross-correlation between the input and the desired responses can be described as $p(0)=\frac{1}{4}, p(-1)=\frac{1}{2}$. The variance of the desired response is $\sigma_{d}^{2}=1$.
(a) Write the Wiener-Hopf Equations. (5\%)
(b) What is the mean-square error if an arbitrary tap-weight vector is given as

$$
\vec{W}=\left[\begin{array}{ll}
1 & 2
\end{array}\right]^{T} ?(10 \%)
$$

(c) Specify the canonical form of Wiener-Hopf equations NUMERICALLY. (25\%)

## Answer to Question 2:

(a) $\widetilde{R} \bar{w}_{o p t}=\vec{P} \Rightarrow\left[\begin{array}{ll}2 & 1 \\ 1 & 2\end{array}\right]\left[\begin{array}{c}w_{o, 0} \\ w_{o, 1}\end{array}\right]=\left[\begin{array}{c}\frac{1}{4} \\ \frac{1}{2}\end{array}\right]$.
(b) $J=\sigma_{d}^{2}-\bar{w}^{H} \stackrel{\rightharpoonup}{P}-\vec{P}^{H} \bar{w}^{\prime}+\bar{w}^{H} \widetilde{R} \stackrel{\rightharpoonup}{w}=1-2\left[\begin{array}{ll}1 & 2\end{array}\right]\left[\begin{array}{l}\frac{1}{4} \\ \frac{1}{2}\end{array}\right]+\left[\begin{array}{ll}1 & 2\end{array}\right]\left[\begin{array}{ll}2 & 1 \\ 1 & 2\end{array}\right]\left[\begin{array}{l}1 \\ 2\end{array}\right]=1-\frac{5}{2}+14=\frac{25}{2}$
(c) $J_{\min }=\sigma_{d}^{2}-\vec{P}^{H} \widetilde{R}^{-1} \stackrel{\rightharpoonup}{P}=1-\left[\begin{array}{ll}\frac{1}{4} & \frac{1}{2}\end{array}\right]\left[\begin{array}{ll}2 & 1 \\ 1 & 2\end{array}\right]^{-1}\left[\begin{array}{l}\frac{1}{4} \\ \frac{1}{2}\end{array}\right]=1-\left[\begin{array}{cc}\frac{1}{4} & \frac{1}{2}\end{array}\right]\left[\begin{array}{cc}\frac{2}{3} & -\frac{1}{3} \\ -\frac{1}{3} & \frac{2}{3}\end{array}\right]\left[\begin{array}{l}\frac{1}{4} \\ \frac{1}{2}\end{array}\right]=\frac{7}{8}$

Since $\widetilde{R}=\left[\begin{array}{cc}\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}}\end{array}\right]\left[\begin{array}{ll}3 & 0 \\ 0 & 1\end{array}\right]\left[\begin{array}{cc}\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}}\end{array}\right], \vec{w}_{\text {opt }}=\left[\begin{array}{cc}\frac{2}{3} & -\frac{1}{3} \\ -\frac{1}{3} & \frac{2}{3}\end{array}\right]\left[\begin{array}{l}\frac{1}{4} \\ \frac{1}{2}\end{array}\right]=\left[\begin{array}{l}0 \\ \frac{1}{4}\end{array}\right]$,

$$
\vec{v}=\left[\begin{array}{cc}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}}
\end{array}\right]\left\{\left[\begin{array}{l}
w_{o, 0} \\
w_{o, 1}
\end{array}\right]-\left[\begin{array}{l}
0 \\
\frac{1}{4}
\end{array}\right]\right\}=\left[\begin{array}{cc}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}}
\end{array}\right]\left[\begin{array}{cc}
w_{o, 0} & \\
w_{o, 1}-\frac{1}{4}
\end{array}\right] .
$$

Therefore, the canonical form of the Wiener-Hopf equations is

$$
J=\frac{7}{8}+\left[\begin{array}{ll}
w_{o, 0} & w_{o, 1}-\frac{1}{4}
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}}
\end{array}\right]\left[\begin{array}{ll}
3 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}}
\end{array}\right]\left[\begin{array}{cc}
w_{o, 0} \\
w_{o, 1}-\frac{1}{4}
\end{array}\right] .
$$

