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1 Introduction even has strong support for implementing non
languages like Lisp and Prolog and highly ag
The Tera ar chitect ure was designed with severpldghages 1ike Sisal and Id.
jor goals in mnd. First,it needed to be s%tt@ibll@gf@gll was ease of compiler implementa
very high speed implementations, ze, admduglshRE nstructionset does have a fewun
clockperiod and be scalable to many PTO%%%%%HSthg‘@éSdo not seemto pose unduly hard j
goal will be achieved;a maxi mumconfigur afdoonpipd ctohde generator. There arenoregister
first implementation of the architectureacwhlels]gpﬁ% hstraints andonlythree addres
processors, 512 memory units, 256 I/O caclog pdil ¢ 50 n2d8de settingis consistent andortl
I /Oprocessors, and 4096 i nterconnectionpgbwghkmedeiSchness of the instruction set o
and a clock periodless than 3nanoseconsd@verT&h]ewaal3rs todosomething, the variationii
stract architecture is scalable essentitgldeyewistRogt tlhleM becutionenvironment chang
(al thoughaparticular implementationispompf1coBEEGdhse the architecture permits t
The only requirement 1s that the number oghiaqlsgter@f:tsipoaqial and temporal locality for
streams increase more rapidly thanthe nuamh@gyplfypgigﬁimizing compiler may work hard
ical processors. Although this means th%‘g Fﬁ@ﬁﬂﬂpyiéndtrade the parallelismthere
sublinear in the number of instruction spreagBeecid. OB the other hand, if there is s
still increase linearly with the number&aﬁﬁhl’%if@lﬂ?h@‘con}piler has arelativelyea
cessors. The price/performnce ratio of the PeWsal §3thi tecture is derivedfromthat o
unmat ched, and puts Tera’s high perform&{lgl’cg’vqid;]}liaqthough they are highly similar m

economic reach. MIMD systems, there are many significant di fi
Second, it was important that the archi feqtes R4 @Bwo designs.
plicable to a wide spectrumof problems. Programs

that do not vectorize well, perhaps because of a pre-

ponderance of scalar operations or too-9re4tarconmeetion Network

tional branches, will execute efficiently as long as there

1s sufficient parallelismtokeepthe procepporisnhes¥oMidction network is a three-di
tually any parallelismavailable i1n theppohadf opRUb e d packet-switchingnodes, ea
tional workload can be turned into speetds fFrekeepted some of its nei ghbors. Each link
ation level parallelismwithin programpast Cabﬁé?d?ll(estt@ontaining source and destin
mul tiuser time- and space-sharing. Therargshisteghudgeration, and 64 data bits in b

tions simultaneously on every clock tick. S

*This research was supported by the United States Deferse Ad nodes are .al solinkedto TESOUTCES, 1. €, PrOCESSOr
varnced Research Projects Agency under Contract MD¥972-89-CG memory units, I/OPI‘OCGSSOFS, andI/Ocache u
0002. The views and conclwsias containedin this document are stead of locating the processors on one side

those of Era nputer Gornpany and shoul d not be i nterpreted . .
work and memories onthe other (1in what Robert
as representing the official pdlicies, either expressedor implied, of (

Df\or the U S Clovermmre. has called a “dancehall” configuration[5]), t
are distributed more-or-less uniformy thr
network. This permits data to be placed in
units near the appropriate processor when th.
ble and otherwise generally maximizes the di
tween possiblyinterferingresources.



The interconnection network of a 256 prmacpehasra’kbirsat ri bution factor associated wit
systemcontains 4096 nodes arranged 1 nnentbaxd®xid.6 Consecutive virtual addresses ir
toroidal mesh; that is, the mesh “wraps anauneddiisnt al buted among all 512 data menmory
three dimensions. Of the 4096 nodes, 1283 nnglat ttincthedr any power of two in bet ween.
to the resources comprising 256 processobissk3p2eadd have not kept pace with advances
memory units, 256 1 /Ocache units and 256cde/s@proarwd memory performance inrecent yea
sors. The 2816 remaining nodes do not hasgliyeswonrersl y reasonable solutionto this p
attached but still provide nessage bandwoddiht h'®ol enel of disks inthe memory hierarc
crease node performance, some of the linksgmelmirsgel 8gm conductor memory between th
If the three directions are named X, Y, amddddtd memory. In a fully configured Tera s
X-links and Y-1links are missing on altethate0Z%il gybyse per secondsustained bandwi d
This reduces the node degree from6 to 4, bert e emsletccondary storage and data memory is
5 counting the resource 1ink. by 2566 T /O cache units comprising a directly

In spite of its mmssing links, the bamdbidiedtthnofr t bé 256 gi gabytes.
network is very high. Any plane bisectingTBhee hg®woadkhe units are functionally ider
crosses at least 256 11nks, giving t he nediawoar kiandatya Blihe onl y di fference is that thei
sectionbandwi dth of one 64-bit data wor dpehiprhecae bsonuse their memory chips are sl
per tickineachdirection. This bandwi dddnssengedBhdetfaact that I /Ocache has all of the
support shared memory addressing in the effemti althe 206y makes it possible to map I/0Ob
processors are addressing memory on the diitrheecrt 5 y dento®d t he address spaces of the appl
some bisecting plane simul taneously. grans that access them This is used to avoi ¢

As the Tera architecture scales tolar dgrremmppnangfegments.
processors p, the number of net work #édes gAopwsoaxse psor fetches instructions through
rather than the plog(p) associated with phe¢ hndpeacwarghboring [ /Ocache unit. This av
monly used mul tistage net works. For exampldk, ta dffi4nd net work l atency, but requires
processor systemwoul d have 32, 768 nodeso.f Bhprrogasaambe made for every processor it i
for the overhead per pr dPesmsctreafl pf l ogom.
stems fromthe fact that the systemis speed-of-11ght
limted. One can argue that memory latency is fully
masked by parallelismonly when the numbfer Prpeessors
sages beingroutedby the networkis at least pxl, where
['is the (round-trip) latency. Since MRS hEFPoESYBY 1ina Teracomputer canexecute
volume, the network must have volume proportreral d®streams simultaneously. In the
pxl; since the speedof l1ght is finite, the vokwiiésomnl S9s fewas one or as many as 128 |
proportiondhndttherefore [is propdfionalyhedrs may be active at once. On every tic
rather thanlog(p). clock, the processor logic selects astreamt

to execute and allows 1t to 1ssue 1ts next 1

Since instructioninterpretationis complet
3 Memory by the processor and by the network and memor

well, anewinstruction froma different stre:
Afull-sized systemcontains 512 data meinioswedninneacth tick without interfering with
128 megabytes each. Memory is byte-addreesablWheanan instructionfinishes, the strec
is organized in 64-bit words. Four additiboladngeest hereby becomes ready to execute
stdebits, more fully described insectionnstraretaosno- As long as there are enough i1
ciated with each word. Data and access s$hteamseciaatthe processor sothat the average i
equipped with a separate set of single etnéterrnoynecfilhgd with instructions fromoth
double error detecting code bits. Datathddpresessmreis being fully utilized. Thu:
randomi zed in the processors using a schpraeessismitlyat ot have enough streams to hide the
that developed for the RP3[8]. The randouhiezmactyi 6 peirshaps 70 ticks on average); once
excellent for avoiding memory bank hotspotldeamfihwetprocessor is running at peak per
work congestion, but makes it difficul t toaewdphddi tneomal streams do not speed the resul
ory locality using nearby memory units. IfhadhérBeamwere not allowedtoissueits nes
system, the randomization is combined wibh andt hetrhe previous instruction complet
notion called distnbuion. The processor datprseexgmaarttel y 70 different streanms would be rec



eachprocessor to hide the expected]latede2 THedlzohtal Instructions
head described in section 4.3 allows streams to 1ssue

mul t1iple instructions in parallel, theI.Per19§ersesd%rcleggcttﬂevenesS’ theutilizationof t

number of streams needed to achieve peak%gﬁ;feapﬁﬁﬁgg}onr.esou.rces, has al ways b.eenco
he difficulty of issuing more than one 1nstru

tick. This difficulty has become known as the

4.1 Stream State Bottleneck[2]. Vector instructions sidest

Each streamhas the following state assotPht¥d WpaR § ¢ but are not able to handle freq
tional branches or heterogeneous scal ar oper
el 64-bit StreamStatus Wrd (SSW Processors with horizontal instructions, ex

. . ples of which are sometimes called Very Lon

© 3264-bit General Registers (RO_R31)tion Wrd (VLIW architectures, offer a goodg
e 864-bit Target Registers (TO- TT7) tive to vector 1nstructions. In a horizontal
several operations are specified together. I

Coptext switchingis sorapid that the @fé?tcieéﬁsorapélsusually simple loads and store
notime toswapthe processor-resident St TSRS b A5 t W or three- address register-to

stead, it has 128 of everything, ie, 128e§§W%ns4.9916f the overall architecture and

general registers, and 1024 target regisatreerﬁapla.tb}g BPPL i eving one instruction per

priate to compare these registers in bOtthgP%nftﬁﬂ?é’tef%%al unit mentioned in the 1inst

function to vector registers or words ofy¢cprehgsicmotifer e instructions are only mode

architectures. Inall three cases, the Okbrjaencctﬂevseciagntboeisnﬁfﬁcientlyfrequent.

prove locality and avoidrel(?ading data. Tera instructions are mmldly horizontal.
Programaddresses are 3.2 bits long.. E%%]?lsytg%%%lisfy three operations: a memory re:

current programcounter is located in tg?al‘cq‘glbeﬁlifké)fUNS_LOADB(yte), an arithmetic o

1ts S,SW Th,e uppet half describes Var.iOulsi]%%dﬁ%A(I‘ﬁﬂD_MUL(tiply), and a control operat
floating point rounding, lookahead dlsalalljl\,ﬁ_.,) ’Thteh%ot

° ) ] n't3R1 operation canalso be aseco:
disable mask (eg data alignment, ﬂoatlnl%e.?i‘].%roﬂpoew)a’tion, FLOAT_ADD, or per haps an INTEGER

and the four most recently generated COI{J%letdl.?ﬁ “hd88dress computation. Vectorizal

Most operations have a _TEST variant Whl%}éne%netﬁrgcessed at nomi nal vector rates (on

conditioncode, and branchoperations Catniec)ﬁinﬂ}snien%n&]nly horizontal instructions wit

subset of the l.ast four condition COdeEi%Ia]]stgfadoSélrdations.
branchappro.prlate.ly. tains nearly two flops per tick via the same t

Al.soassoc1 at.edvvlthe.achstr.ean}are 32§.§é§1ft0%eintesrg cient vectorization.
registers. Register ROis special inthat 1t reads as 0, an
output toitis discarded. Otherwise, all general registers
are identical. 4.3 Explicit-Dependence Lookahead

The target registers are used as branch targets. The
format of the target registers is identikhlt herehateofnphghstreams executing oneach
SSW though most control transfer oper attioohisdentlhe psveer age l atency (about 70 ticks) t
the low32 bits to determine a new PC. Sepsduiatei hg thening at peak performance. Howeve
determinationof the branchtarget addre®krferagmtame elxecute some of its instructions
cisiontobranchallows the hardware to preffed s Hdaggsiuve l oads) thenfewer streams an
tions at the branch targets, thus avoi diaggd ideil talye whame required to achieve peak perf
the branch decisionis made. Using target Thegioshtvarosualssod ution to this problemis to
makes branch operations smaller, resulinsgriugttiigghl ewkahead; the only difficulty is
loops. There are also skip operations,itwhicPhebtviadieti onal register reservation :
the need toset targets for short forwardibi nashfessr. too much scoreboard bandwi dth in

One target register (T0) points to the ¢f aap bhntléetyre. Either multi-streaming o1
which is nom nally an unprivileged prograwntr Wathoms alone would preclude scoreboa
trap occurs, the effect is as if a coroutirndictaldnalb Tdternative, exposing the pipe
hadbeen executed. This makes trap handl iimgpeattémel ypbecause multi-stream ng and unp
lightweight and independent of the opermetrhorgy soypsetrearhi on l atency make it impossible
Trap handlers can be changed by the userate aadd dhat is both effici ent and safe.
specific trap capabilities and prioritiesThetThomnt doehidfecture uses a new techni qu
efficiency. explicit-dependence lookahead. The 1dea 1s

Matrix-vector mul tipl



ple: eachinstructioncontains athree biatr kowikpahiewnidl feegled, and all ow several streamns
that explicitlyspecifies howmanyinstrusérvad DPromeglhassed simul taneously. The str
streamwil]l issue beforeencountering anslimtisuthe oapehatting systemlimt on the nur
depends onthe current one. Sincesevenistheamxthemrotecti on domaincanreserve.
possiblelookaheadvalue, at most ei ght i n¥\henatdtomsaandke cut es a CREATEoperationto c
twenty-four operations can be concurrentdewesstercefrth i ncrements scur, generates th
fromeach stream Astreamis ready to S§WfeoR thleeWs treamusing one of its owntarget
instruction when all instructions with lcogpkaheaHdeval apstarget TOfromits own TOregi :
referring tothe newinstructionhave commphddetdhr dbusegisters in the newstreamfro
if eachstreammaintains alookahead of sgyaartdlepui pése registers. The newly creat
streanms are needed to hide 72 ticks of latancquickly beginexecuting useful work in co
Lookahead across one or more branch opwirtalf liictms cirseat or as long as significant stor
handled by specifying the mi ni mmmof alltdiosntiagasmsmddessary. The QUIToperation ter mi
volved. The variant branch operations JUMROETEMathht executes it, and decrements both
JUMP_SELDOM, for hi gh- andlow-probability bemncilhe IQUIT_PRESERVE operation only decremen
spectively, facilitate optim zationby Igbuqyitdhdlgeagbagﬂrviiqlrg up astreamwithout surr:e
tolookahead along the less likely path.] Therees @t ¢arlisom .
SKIP OFTEN and SKIP_SELDOM operations. The ovepalh protection domain has a rdry imitt hat de
approach is philosophically simlar to %ﬁ‘ﬁ@§e}ﬁdvﬁ)hﬁ%&it@emes a mmory reference can f
lookahead except that the quanta are insttggltcitﬂg)%sl,ogg‘@ion’s full /empty bit (seesec
ticks. it will trap. If a synchronizationis not sa
long time, then possibly a heavier weight m
that avoids busy waiting should be used to wa
synchronization. The retry limt should be
Eachprocessor supports as many as 16 act ithe prodentt odntrap processing overhead, whi
domains that define the programmemory, dl®tpemdinng onthe run-time environment. The t
ory, and number of streanms allocated to dhercblmpuntaninvoke the heavier wei ght mechan
tions using that processor. Each execuspppoptri@adm.i s
assignedtoaprotectiondomain, but which domain (or
which processor, for that matter) is not known to the
user program In this sense, a protecti4p5do®-iimii]seege Level s
virtual processor and may be moved fromone physical
processor to another. The privilegelevels applytoeachstreamind;
The protection domains share asingle 6B datar eefgour levels of privilege: user, su
ment map and a 16K programpage map. FEadlelpraend IPL. IPL1evel operates in absolute
tection domain has two pairs of map basmoagedahidnist t he hi ghest privilege level. Use
registers that describe theregion of easdrmapmdkieralkllel evels use the programand d
toit. The upper 2048 data segments and 1624 pdslgresm translation, and represent incr
pages are not relocated by the map bases ,odnprawé luggel. The data map entries define the
by the operating system Anyactive protéevidn demderd toread and write each segnment
canuse all of either or bothmaps. The napragramsmapnentries define the eratl evel need
tainthe physical address; the levels of epacicwitlecefeonsedel page. The current privile
toread, write, or execute the segment orapafgreawmhiest képred as part of the privilegeds
the segment or page was read, written, omeddsunretdawasilable toauser-level stream
appropriate; and the distribution (for thtwbaharndwrir.e operations are provided to al
The number of streams avail able to a progueaomts rgg-treamto change 1ts privilege 1
ulated by three quantities slim, scur, and(IBEELAENTFER- [ev) operation sets the current priv
ciated with each protection domain. Thelcaiwvaleht mhhminstruction maplevel if the cur
ber of streams executing in the protectapmalotmaien i’'Bhe LEVEL ENTER operation is locate
recorded by scur; it 1is incremented whenevetyecarht g point that canaccept acall from
createdand decremented when astreamquiptrsi.viAlcergeeat evel . Atrap occurs i1 f the curren
can only succeed when the incremented scamdiadst adéw The (LEVEL RETURN /) operationis use
exceed sres, the number of streams reser vetdoi metthier prtoo- t he ori ginal privilege level . /
tection domain. The operations for resaefvieng gtrreeadmer than the current privilege le

4.4 Protection Donal ns



4.6 Exceptions The forward bit i mplements a kind of “invis:

E ; 1 dit ; rection” Unllke normal indirection, forwar
xceptional conditions can occur in two  WaYE . lrlgoﬁhthe pointer andthelocatlon

aninstruction may not be executed dueti)f npu rwardblt1sset1nthememorylocat1
privilege, as with a LEVELRETURN which att em%ts snot disabledinthe pointer. the va
raise the privilege level. This type of et)}lcelpt' s qui obelnterprezedas a’p01nte

lon.1 te

oca st

easy to handle. More commonly, exceptlons%ccfutrhwe ?mo yreferencerather thanthe ta
e C
3

executinginstructions. V\ithlookaheadee ch rims b u
el e encing YWill continue until the pointe
tions mayalreadybeexecutlngandoverwr1t1n§fre1glst T8
. . abl e oPwardingor discovers that the addres
which woul d be needed to restartlnstrucﬁlons .
. as 1t's rwardbit reset. The primary use of
Rat her than keep shadow copies of reglste tos R
. S Sroon® e-fly modification of address-loc
port rollback, the Tera architecture deﬁnes c%rtaln X7 .
) ) . ) ings, for“exanple inconcurrent storage recl
ceptions as a side effect of instruction coqfletzm II}1 . .
. ) volving't copying of live structures fromo
this model, exceptions are guaranteed to be sTgnaled
other
before they are needed, as indicated by ?o]f(ii ead . .
R e fu emptyh)ltcontrolsthe synchroni z:
fiel d. Thus, if instructionj depends oninstructioni, al
i'or’ 6f ‘e o'y references. Load and store oy
possible exceptions during the executlonof 1Itlstru %1011 L
. an optionallyuse the full /empty bit in the
1 will be s1gnaledbefore1nstruct10n3be 1ns executi‘on, . . . X
rywordbysettlngblts inthe access con:
To support di agnosis andrecovery, cert,ﬁﬁn tate mus't
. fE)O r Val ues for access control are shown
be available tothe trap handler. Atrap canbe caused
by any of the three operations in an instructvabme FOOAD STORE
each of the (at most eight) memory operatiofts thatadregardless writeregardless
trapped, the processor provides the trap handler with and set full
thetrapreason and enoughstate toallowthe dperatriea®erved reserved
toberetried (egfor demand paged virtual memory).
For arithmetic traps caused by the arithmet2ic opwatt for full walt for full
ations no state 1s automatically provided to the atmdapeave full andleave full
handler. The decision to preserve operand vhlueswhot for full walt for empty

possibleusebythe traphandler is made bythe compidredset empty andset full
While thelookahead fiel d normally only guards true de- .
pendence forregisters, operand val ues mam%nplaé‘é?é’lg§e(dontf01 1s 2, loads and stores

bylimting lookahead to guard antidepedden e mar ¥edqll to be full before proceedin,
context, 1t is sometimes useful tothink of t

as meaning “available” and the empty state as
5 Taggeerm‘y “unavail able”. The reading or writing of any

object 18 conveniently prevented by marking
Each memory locationin the Tera comput eafsiyts famawail able”. The access control val u
equipped with four access state bits 1in alddadd ¢wthe ¢ fdated as “consume” operations :
bit value. These access state bits all oawther bdndwiroperations. Aload waits for ful
to1mplement several useful modificatiomsets ¢ hptwsaialit reads, and a store waits for
semantics of memory reference. The t wo dahantsapshiftud]l as 1t writes. Aforwarded 1o
generate application-specific lightweighs hotapki,s ahbefdoand that has its full /empty
ward bit implements invisible indirect adgt gsisa tgeatned as “unavailable” until 1t
the full /f/empty bit is used for lightwei ghtreypehtonezoa-access control.
tion. The influence of these access stateAbdtsiommlbeperations exist tofetch the a
suppressed by acorresponding set of bitefin gheepomatmery locationor toset the acces
value used to access the menory. agivenlocation.

The t wo trap bits inthe access state are AhtlhpugHletnhbie full /empty bit provides a fas
of each other and are avail able for use bymplee hmnguagearbitrary indivisible memory c
implementer. If atrap bit is set in alotchaet nerw hidfdtlrextremel y brief nmutual exclusi
corresponding trap disable bit in the péimtegersadlearmemory” 1s soimportant for s
atrap will occur. Uses for the trap bitspphttatleohst ahat this function is done ent
breakpoints, demand-driven evaluation,eaah-thamer yypeit by a single operation, FETC
exceptionsignaling, 1mplementationof “Bhatsi ve tihemdt yracomputer fetch-and-add ope
objects, and evenstacklimt checking. and differs fromit only in that the network |



does not combine fetch-and-add operatioRefenﬂl"EeSame

memory location. . . .
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