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Abstract—The measurement of the average received power Different adaptation schemes that require measurements of
is essential for power control and dynamic channel allocation the local average power, such as data-rate adaptation, power

in wireless communication systems. However, due to the effects oo nyo) and handoff algorithms, have been proposed to increase
of multipath fading and additive noise inherent to the wireless

channel, there can be significant errors in such measurements. In spectral efﬁmenpy, power efﬂmency, and system capacity. Inthe
this paper, the error statistics for average power measurements Seécond- and third-generation packet data standards, data-rate
are considered; in particular, the probability distribution of the  adaptations generally considered are slow rate adaptations.
value of the average received power at the time of interest con- The data rate is adapted in response to shadowing and path
ditioned on an outdated measurement is obtained. The resulting |5ss gver the coverage area. In code-division multiple-access

expression should have high utility in the analysis of wireless ;
communication systems. However, in this paper, the design of (CDMA) systems, pilot strength measurements are used to

power control algorithms that minimize the average transmitted  €Stimate the signal-to-interference-plus-noise ratio (SINR) at
power required to achieve a desired outage probability for the the receiver. By making use of such information about the
link is considered. A number of novel power control algorithms  channel quality, rate adaptation is achieved through a com-
based on various models for the error in the average power |yination of variable spreading, coding, and code aggregation

measurement are derived. Numerical results indicate that power 41 Handoffs i il icati hereb bil
control algorithms based on the accurate expression derived in [4]. Handoffs in cellular communication, whereby a mobile

this paper can demonstrate significant gains over those based onSubscriber communicating with one base station is switched

previous approximate models. to another base station during a call [5], [6], also employ
Index Terms—Average power measurement, dynamic channel av_erage power measurgments. In many systems, eSp?C'a”y
allocation, fading channels, power control. microcellular systems, signal strength may be the only reliable

measurement that can be used to make such handoff decisions
[6]. In CDMA systems, to effectively implement soft handover
as described in [7], the controlling base station (BS) is selected
N WIRELESS communication systems, the transmissidrom within the active set according to the slow shadowing
environment can vary greatly as conditions evolve ov@neasurements of the channel between the mobile station (MS)
time. This is due not only to the variation in the path losgnd each BS in that set. Finally, the use of transmitter power
caused by changes in the distance between the transmit@ntrol has been proposed to control cochannel interference.
and the receiver, but also to shadowing and multipath fadingre main idea is to adjust the transmitter power, based on the
Thus, adaptation of the transmitter parameters to the curréi@asurements of the slow channel variation such that the large
transmission environment is imperative to avoid the lossesgaale shadowing of the channel can be compensated [8], [9].
system performance that result from prescribing a system withlt is obvious that those adaptation schemes discussed in the
constant parameters that are set such that the system perfaerazious paragraph all require knowledge of the local power av-
acceptably under the worst possible operating conditioresaged over the multipath fading. However, the effects of the
Although recent work in adaptive signaling has considergdultiplicative fading and additive noise can lead to significant
adaptation to fast multipath fading [1]-[3], historically, adaperrors in the measurements of the average received signal power.
tation has been done in response to characteristics of th¢l0], it was argued that the distribution of the estimation error
environment that are constant over a relatively long period fthe average power under combined Rayleigh fading and shad-
time, such as the local average power, where the averagin@\igng follows a log-normal distribution. Because of the wide
over the multipath fading. applicability of such a model, it has been referenced often in
the short time since [10] appeared. In particular, [11] considers
the effects of imperfect average power measurements on adap-
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frequently this switching may be required and to what extent fa: 8- a4 (t - kT;) o) 5
fading contributes to a nonoptimal BS selection. Finally, unde
the same measurement error statistical model, the effect of t

O

power control error on the system capacity of a CDMA mobile F " .
satellite link is analyzed in [9]. o) CD )

The statistical model for the measurement error can be er )
ployed not only in system performance analyses as describ Folte) — = .. |- 2 ra(®) 9x(t)

above, but also in system design. In this paper, such a moc..
will be employed to design power control algorithms. In power,, |
control problems, the path gains and log-normal shadowing o

the users are usually assumed to be perfectly known by the _
receivers (see [12] and references therein). However, in prigverify other approximate models, and 2) a novel approach to

tical implementations, they are measured at the receiver eRgWer control under measurement uncertainty, which includes
which results in measurement uncertainty. The idea of stochadii derivation of a number of novel power control algorithms.
power control was proposed in [13]. In [13], variation in the '€ remainder of this paper is organized as follows. In
measurements of the average received power is caused by Rftion I, the system and measurement models are outlined.
domness in both the data transmitted by the users and the adgiSection lll, the desired conditional distribution is derived
tive noise; assuming that there is a feasible solution to the pov@&i2!¥tically by employing Toeplitz matrix theory, and the

control problem, algorithms are presented which convergerﬁ'lsu" is verified numerically. An accurate approximation to the

the mean-square sense to the optimal power control Vector__dﬁswed_cond|t|0nal_d|str|but|on function is developed. Finally,
dSectlon IV, optimal power control rules are developed

this paper, the randomness is due to the multipath fading dh

additive noise. Instead of attempting to prescribe an algorith%ggirrlg':r?égn; ?:ssirreegleg;;r.gzr\S/ta:'jé'gglsrqﬁgiljhgnz.f)hnir
which evolves over time to the optimal power solution, sudh ! P ' ! P usions.

that all user signal-to-interference ratio (SIR) requirements are
met, a small outage probability is allowed for each user. This al-
lows the statistical dependence of the average received SIRANSystem Model

the measurement of the average received SIR to be exploited tq, this paper, only the single-user case is considered. A fre-
prescribe a power control algorithm, such that the outage prrrc\(f“ )

System and measurement model.

Il. M ODEL AND CHARACTERIZATION

i . ; >0 i guiency nonselective, slowly fading channel as shown in Fig. 1
ability of each user is met with the minimum required transmit| pe assumed: thus, the transmitted signal is affected by a

power. An alternative method to deal with the measurement Ygytiplicative process, which may be regarded as constant over

certainty is to increase the signaling margin of the system to agg support of a given symbol pulse [15]. The complex baseband
count for the worst-case level of uncertainty; however, in casggyresentation of the received signél) is given by

where there is a well-accepted statistical model for the measure-
ment error, it may be feasible to adapt the system parameters in =
such a way that it accounts for this measurement uncertainty () = yIoBa®)s(t) +n(f) (1)

directly. — .

F y inal ‘ losed f ol herel' [ (¢) is the real-valued factor caused by path loss and the
. for %?'”9 €-user sys em‘l? ifse q orrr;] powedr (;(;n rotr ?‘ladowing due to objects between the transmitter and receiver
IS Tound In our previous wor [ ]_ under t € model for me 16], «(t) is the complex-valued fast-fading factor due to the
surement error developed in [10]; the resulting rule sugge itipath short-term fading [16], and() is the additive white

a moderate gain over systems which employ traditional POWES mplex-valued Gaussian noise, which is independefit.6f)
control functions with an energy margin to compensate for me&\ﬁda(t) The signals(f) = 3°°° arg(t — KT,) is the low-
: - k=—o0 K s

surement uncertainty. However, in [10], the additive noise b%ss representation of the transmitted signal, whgigthekth

not taken into account, and the successive samples of thefgrcmitted symbol, ang(t) is the unit-energy baseband pulse

ceived signal power are assumed to be uncorrelated when ggspe which is assumed for simplicity to have the band-limited
veloping the log-normal form of the measurement error mOd‘#équency response characteristic

these assumptions result in a Gamma distribution for the mea-

surement. (Note that the correlation of the sampgescluded GO = VTs, |f] < 5

in [10] when deriving theparameterf the log-normal distri- (f)= {0’ otherwise

bution of the measurement error.) The goal of this paper is to

study the conditional distribution function of the actual slowherel/T; is the symbol rate. It will be assumed that a pilot
shadowing given the measurement, while taking into accoutannel is being used for signal strength measurement; thus, let
both the impact of additive noise and the correlated nature of the = v'E7, ¥ k, whereEy is the average transmitted energy
Rayleigh fading. Furthermore, the optimum power control rulger symbol. Assuming the Gaussian wide-sense stationary un-
will be developed under the derived measurement error mo@érrelated scattering (GWSSUS) model [18]

for a single-user system. Thus, there are two contributions of this

paper: 1) an accurate model for the error in average power mea- a(t) =ar(t) +jog(t)

surements, which can be used for system design and analysis, or n(t) =ni(t) + jno(t)
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wherea;(t) andag(t) are independent Gaussian random praero-mean Gaussian noise process, whose autocorrelation
cesses, each with zero mean and autocorrelation function [1f6fction is given by

[17]
. Elngr 1(t)nri(t +7)] =Elnrq(t)nrot +7)]
Efas(Has(t+7)] = Elag(taq(t+m)] = 5 Jo(2r/ar) (2) sin ()
=No——7* (5)
wherefy = v/ X is the maximum Doppler shift; is the mobile T

velocity, and) is the wavelength of the carrier signal. The progheren, here has included the factor of path loss and the trans-
cesses:(t) andng(t) are independent white Gaussian noisgitted power after normalization by them (i.e., reciprocal of
processes, each with zero mean and two-sided power spegial atio of received signal power to noise power). As in [21],

de”$ityN0- ) o it will be assumed thal'z(t) can be modeled as constant in
Itis generally assumed that the marginal distributions of thgis window: hence. it will be assumed that (1) = C2, for

shadowing process are log-normal [16]; that is, for a fixed ; ¢ [z, _ 77 #/], and thus the measurement error is due to the
InI'f(¢) is normally distributed with meap and standard de- \ 4iation in the short-term fading and noise.
viationoy, both in nepers (Np), wheyecorresponds to the path ) pjscrete-Time Model:Measurement of the average re-

loss. Since the shadowing is generally estimated over a time i power is often done in the discrete domain [9], [22]. Let
terval which is only on the order of several times the inversg(v) _ (1/VN)rg(to—Tom+nT,),n=0,...,N—1,be the

. . T
of the channel bandwidth, the path loss is assumed to be cob; o rmalized sample of the filtered received signal, where the
stant over the measurement interval [10] and it is available égmpling has been done at the Nyquist rate, &ing [7}, /T,
the receiver. Furthermoréy I';.(#) can generally be treated aSg o nymber of sample points corresponding to a window of du-
a Gaussian random process, with meaand autocovariance \aiion7: As stated in [22], for the linear power measurement
function given by [19] method considered here, the performance improvement of the
vl optimal local mean signal level estimator (optimum minimum
Apr, (1) = o3 exp < e ) (3) variance unbiased estimator) for the Rayleigh fading environ-
¢ ment over the traditional sample average estimator is minimal;
whereX, is the effective correlation distance of the shadowindience, in this work, the traditional sample average estimator is
It should be noted that the form of the autocorrelation functio§@nsidered. Thus, the estimator of the slow shadowing in the
for the multipath fading and shadowing in (2) and (3), respegliscrete-time case is given by
tively, will impact the numerical results when used for analysis N4
purposes, although the same derivation method can easily be f“\‘) _ Z |Z(N)
applied for other autocorrelation functions. Issues to robustness L "
across uncertainties in these functions is important, particularly

2, (6)

n=0

for design [3], and will be the subject of future work. (N) (N) SRk (V) ~(N) (1T
. ) . o Letz®™ = |z 20 x ) = | xS x (™
The received signat(t) is passed through a noise-limiting [ 0 e ’\‘—1} ” [ 0 N 1}
lowpass filter matched to the transmitted pulse to yield andY ™ — [YO(N), LY where()T is the transpose

of a vector. NoteZ(™ = XN 4 57NV whereX(™ and
Y are independent Gaussian random vectors with

E [Xf,?")} —E [Yn(N)} =0

2 [x9x0) = [y

rr(t) = r(t) * gr(t)

whereGgr(f) = G*(f), andz(t) = y(t) is the convolution of
x(t) andy(t).

B. Measurement Model

1) Continuous-Time ModelOne practical method of :%CQJO(Zﬁfd(n —m)Ts)
measuring the average received power is to employ an inte- Ny
grate-and-dump (I&D) filter, as shown in Fig. 1 [10], [20]. + Wé(n —m)
The average received power measurement is then given by (4) n,m=0,....N—1 @)

shown at the bottom of the page, wheétg(to) is the measured
value of ['y,(¢0), T,, is the duration of the measurementvhereé(-) is the Kronecker Delta function. The discrete-time
window, andrr(t) = nr 1(t) + jnr,o(t) is a complex-valued model also will provide a reasonable approximation of the con-

oo

Lp(v)a(v) Z glv — kT,) * gr(v) + nr(v)| dv (4)

k=—oc0

S 1 [t 2 I
Tt = [ aPao=z- [
m Jto—T m Jtog—T,
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tinuous-time model; thus, the discrete-time model is consider&de matrixRx (~, is symmetric, Toeplitz, and nonnegative def-
for the rest of this paper. inite. Thus,{ AS™, ..., A0, L, the eigenvalues aRy ), are

real and greater than or equal to zero. Thus, there exists an or-
thogonal matrixP™) [23] such that foiX (V) = p(MTX(N)

In any practical ap_plicatio.n, there will be delay be_tween Re :E[ (N)X(N)T}

the time the shadowing estimate is made and the time the X0

C. Conditional Distribution

corresponding estimate is employed for system adjustments. )\((JN) 0o ... 0
Hence, it is of interest to find the conditional density function 0 )\EN) 0
T torryiFactar (1) of the shadowing at the time of interest =\ | (12)
L\toT7T L . .
to + 7, given the measured value of the shadowing at an earlier ' 0 ' N
0 0 ﬁ>
time to } . N1
whereX®™ is a Gauss%an random vector whose elements are
2 /f (2,y|z)dy independent. Since™)” . (V) = I, the measurement output
FL(to+T)IFL(to) (To (to+) Ta (t0) [ (1) can be rewritten as
_ R ~(N) S(NT ~(N ANYT AN
—/%mﬂnw@m I, =XWM . XM 4 y® . y@®), (13)
~(N
X ffL(t0+7)|(ﬁ(t0)7ﬂ(t0)) The probability density function de is determined by the
x (z|z, y)dy. (8) characteristics of the agenvalu%skéj\) )\E\J,\ )1}
According to the measurement modEl; (t, + 7) is condi- B. Toeplitz Forms
tionally independent ofi’;, (o), when givenI';(to). Thus,  |n order to determine the properties of the eigenvalues of the
Tt ol i) Tr oy F1E W) = JFp (1040 Fr 00 (219): AN matrix Ry v, , the standard theory of the asymptotic distribution
it foilows that of eigenvalues of Toeplitz forms is employed ([24]-[29]). Let
i -t (M_ELﬁMqu ij=0,....N—1
IrtatniFrien 19 = fr (t) /fr (to) T 1) 1Y) G A R
pe f— B (y,2)dy. WhereE xMXx M| is determined by (7). Lef ™ (w) be a
(Iz (t0), I (to+m)) 7 ©) real-valued function such that
. 1 [ . .
= N = — inw ((N) =0,41,...,H(N -1
Since InI'f(¢) is a Gaussian random process whose aut6? 27 /_We frowyde, n =021, )
correlation function is known, the difficulty lies in finding (14)
f= _ (z]y). are its Fourier coefficients. Then,
L7, (t0)IT 7. (o) N1
f(N( )= Z (N) ,—inw
[ll. A sympTOTIC CONDITIONAL DENSITY FUNCTION it ™
In order to find f ( |y = C?), itis necessary to 9 N—1
pwo No C —jne
study the statistics of the output of the measurement filter. For =~ tonx Z Jo(2m fan'Ts)e (15)
any reasonably reliable estimatorof (t), N = [1,,/7.] is n——N+1
large. Hence, the asymptotic (larg® statistics of the output of and
the sample average estimator are studied in this section. FNW) & lim fN(w=QT,)
N—oo
A. Matrix Transformation o -
= 2 j
) o7 /_ . 027 fuT)e dr

The measuremeit;  in (6) is a quadratic form of the vector
Z(N), Let ZUMH pe the complex conjugate transposeZét’) .
Then

2Tm/ W () Jo(2n fyr) e dr  (16)

; where
£V _oanf

— 17 te [_Trn;Trn]i

" YW, (10) W) = {0, otherwise.

From (7), the autocorrelation matrix of the vectors Since Ry, is a real symmetric Toeplitz matrix, as

)T

=X . x(V) Ly

XM and YN are Ryvy = E [XU\’)X(N)T and N — oo, the eigenvalues ofRx v, are related to the
Ryon :E[Y(MY(N)T} respectively, where set of values thatf(>™(w) assumes on the sampling
' ’ points between(0, 7][26]; that is, the sets{)\ﬁ,]\), =
1 . 0,...,N — 1}and{f) (%) n=0,...,N—1} are
Ry )ij === C?Jo[2m fali — §)T A
(Bxon)ig 2N o2 fuli = )T] equally distributed, a&/ — oo, it [24], [25]
No . . N-1
_6 P
+ (i —39), im 3 [ < (17)

'l:,j :0, e 7.Z\f - 1 (11) N—oo n=—N+1
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where the two sets {a?), aéj\‘), e a%\‘)} and TABLE |
EIGENVALUES OF MATRIX N - Ry (n). PARAMETERS USED ARE MOBILE

{ng)vng)v . -,b&?‘“ ,asN — oo, are equally distributed in ~ SPEED¥ = 40 kmph, f. =1 GHz,C* = 5.3, C*/N, = 7.24 dB,
DOPPLERFREQUENCY SHIFT f4 = v/A = 37.03 Hz. MEASUREMENT

the interval[—K K] with aiN) < K and‘béN)‘ < K, Vk WINDOW IS OF DURATION T,,, = 85 ms,AND SAMPLING FREQUENCY
. L ‘ ‘ T . = Bfe, N = [T/ T,
if the following condition holds [24]: fo= 0t [T /1]

7 . . N (B,N, M)
E G a(f\‘) e b(f\‘) k (20,63,10) | (67,211,10) | (71,224,10) | (80,252,10) | (200,630,10) | (450,1417,10)
k k 0 36.6846 120.4892 127.6924 143.6827 357.6991 803.4813
hln k=1 — 1 34.9615 114.7786 121.7015 136.8748 340.6910 765.1473
(N 2 22.0678 71.5643 757879 85.2571 211.6409 4749272
N A eo ) N A ) ) 3 21.2590 68.8556 72.9858 82.0330 203.5822 456.7136
whereG(z) is an arbitrary continuous function in the interval 3 167825 [ 53.7771 | 57.2609 | 640658 | 1586553 | 3553005
s . .. . g 5 18.2236 58.6929 62.1639 69.8907 173.2264 388.4777
[ K, K]. The condition in (17) is indeed satisfied 3 18.6960 | 60.2793 | 63.8200 | 71.7814 | 177.9531 | 399.1421
. . 7 5.6680 16.6555 17.9421 19.7469 478777 106.0456
N-1 ™ 2 N-1 8 15598 | 2.8964 3.0687 39739 6.6897 ERETE]
3 V — 3 9 1.0440 1.1513 1.1658 1.1816 1.4547 2.0166
Alf;o Z “n - Alﬂréo 2N Z |.]0(27rf dnT5)| 0 1.0027 1.0094 1.0104 10113 1.0284 1.0635
n=—N+1 n=—N+1 11~ N -1 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
oL T
=57 |Jo (27 fuT)|dT TABLE I
m J=Tm 5 T NORMALIZED EIGENVALUES OF MATRIX Ry (n)-
02 7faTm | 1 PARAMETERS ARE THE SAME AS FOR TABLE |
=— X —_—
Ar ol J_onper,, 27 R (8N, M)
™ k (20,63,10) | (67,211,10) | (71,224,10) | (80,252,10) | (200,630,10) | (450,1417,10)
: [ 0.5664 0.5663 0.5656 0.5662 0.5662 0.5663
/ COS(Z sin 9)d9|d2 1 0.5391 0.5392 0.5388 0.5392 0.5392 0.5393
;7‘— 2 0.3344 0.3344 0.3339 0.3344 0.3344 0.3345
<C < 00 (18) 3 03216 0.3216 0.3214 0.3216 0.3216 0.3216
- 4 0.2505 0.2501 0.2512 0.2503 0.2502 0.2500
7 5 0.2734 0.2734 0.2731 0.2734 0.2734 0.2734
and thus the sets {Aﬁf\ ), n=0,...,N— 1} and 6 02809 |02809 | 02804 | 02809 | 0.2809 0.3810
) / ) 7 0.0741 0.0742 0.0756 0.0744 0.0744 0.0741
{f (o0) (’}\’f) ,n=0,.. N— 1} are equally distributed in 3 0.0085 [ 0.0080 | 00092 0.0090 0.0090 0.0090
9 0.0007 0.0007 0.0007 0.0007 0.0007 0.0007
(_007 OO) . 10 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Lettlng Qd — 27rfda the Fourler transform of (2) |S glven by 11~ N — 1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
— 2 i< R
FlJo(Qm)] =< vVo2—o2 - (19) frequencyf. =1GHz,C* = 5.3, C*/N, = 4.23 dB, Doppler
0, otherwise shift f; = v/\ = 37.03 Hz. The measurement window is of
and the Fourier transform of the truncated autocorrelation furdrationZ;,, = 85 ms, and the sampling frequency will be given
tion is by fs = 3f4. The properties of the eigenvalues of the matrix in
Qa 1 sin[T (0 — 10)] (11) will be considered for various values ©f The numerical
m

2
Q) = = ; -
FW () Jo(Qar)] = — VB @ dp results are shown in Tables | and II. As expected, only a finite

(20) number M, where M is independent of\fr but subject tof,
and, by (16) andT,,, of the eigenvalues in the s{&ﬁ‘) - (NO/N)} are
oo A . N nonzero. Thus, in (13), for large enough, there are(/N —
/! )(w) - Ali%o 1 )(w = QL) M) independent identically distributed (i.i.d.) Gaussi:(n random
c? [ 1 sin[T (2 — 11)] variables inX (") whose variances ar®,/N. Per above, the
= 2 TS — ) dp- (21)  pr independent random variables corresponding to the fifst
eigenvalues are equally distributed with the sampling points of
Note that f(>)(w) will have relevant support only on ) (w = QT,) in (21), asN — . Fig. 2 displaysf(*)(Q),
[—Q4T5, QT5]. Let )\55’0) be the set of eigenvalues forusing the same parameters stated above.
the infinite correlation matrix of (11) wheW — o, which These results demonstrate that for even moderate values of
are equally distributed with the sample values tfi&® (w) IV, the second term in

TS QZ —H

assumes ovdf, 7]. The number of sampling point&2 f,7;,,], (M) (V)2 - (N2

which lie in [0, 7], is fixed by f, and the window length Lz = >_ {(Xk ) + (Yk ) }

7, regardless of the sampling frequency. This implies that, k=0 N1

as N — oo, a fixed number of eigenvalues will be playing — (V)2 = (V)2

the dominant role in determining the conditional probability +k;4 (X’“ ) + (Y’“ ) (22)

density functionfx | e )(x|y = C?). This behavior will N2 2
indeed be observe'é in succeeding sections. is the sum of i.i.d. random variable%(X,E ‘)) + (Y,f ‘)) } ,

each of which is exponentially distributed with mezaN, /.
Thus, the second term has a chi-squared distribution2¢fh—

In this section, numerical results are presented to demonstrife degrees of freedom. Theh element in the first term of (22)
that the previous analysis holds for even moderate valués of is exponentially distributed with meg2C? i, + 2No(1/N)},
The parameters used are: mobile speed 40 kmph, carrier wherepy, is solely dependent ofy; andZ,,.

C. Numerical Results and Interpretation
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o L Then, the conditional distribution is given by
i N N N N 1 A4_1 y Y
0asl PR 8 S - . R = _ Tr(ta)= =1} = I Die MR,
| A fFL(to)IFL(to) <a?| L(to) y) kz_o 5 Dre k()
st ‘ | -1 T T e (26)
02sf PRIV SRRSCTIOY SIS i H - R . where
g g2} : . B TR 1 : U Lo d M—1 (M—2)
& : . : B 1 TS
TS USRNSSR SRR SRS SRS U U Dy = H — <Nk+N0T U)
o : o j=o gz Hh T H m
01} PSP NP L]
; v ‘ ‘ , , , and
v : : v : ps .
0 v — | . : Bi(z) = / M 2 o (tpa)? 205 gy
005 ; . < . i ; . . ; 0 V2moz
-1 -0.8 -0.8 -04 -0.2 0 0.2 04 06 [13:] 1
£ (rad/sec) %10
Fig. 2. Functionf(==}(£2). Parameters used are: mobile speed 40 kmph, IV. OPTIMAL POWER CONTROL SCHEMES

fe = 1 GHz,C? = 5.3, C?/Ny = 7.24 dB, Doppler shiftfs = v/X = )
37.03 Hz. Measurement window is of duratidf,, = 85 ms, and sampling A. Introduction
frequencyf, = 8f4, 3 = 200, N = [T,,./T,] = 630. . . . .
‘ [ ] In this section, power control schemes, which are defined

as maps from the noisy average power measurement to a

. transmission power, are considered. In particular, power control
Using the asymptotic properties of the eigenval%e\é“}, schemes are sought that are optimal in the sense that they

as discussed in Section 11I-C minimize the average transmitted power to achieve a specified

D. Asymptotic Conditional Distribution

f(N) QJ\ilW W 23) outage probability. Eor no_tational simpligity, ttgoughout this
L = a k noise section the shorthand;, = T'z(to + 7) andl', = [z (to) will

. . o be employed for the shadowing at the time of interest and the
asN — oo, where = means equivalence in distribution. Thespadowing estimate the system is employing, respectively.
set{Wi, k = 0,1,..., M — 1} contains independent expo- Eor the single-user system, the average received signal-to-
nent|all_y_ dlstrlbu_ted rano_lom variables, and ffth element has noise ratio (SNR) at the time of interest will be givenBy - v,
probability density funct[Qn N _ where, per Section II—Af;1 is log-normal distributed, and thus
Fv (z) = {)\kc Ko e 20 —InT; ~ N(0,0%) is Gaussian distributed after the normal-
0, otherwise ization with meary, = 0, and~ is the ratio of the product of
the transmitted power and path loss over the noise power. The
1 oF L oN, T, transmitter and receiver design, channel fading assumptions,
A g T and quality-of-service (QoS) requirements fix a minimum re-
uired average SNR, for acceptable system operation. Hence,

The termW,.i. IS @ random variable caused by the additiv . . . o
noise, which, per Section III-C, has a chi-squared distribut g’ue probability of outage will be defined as the probability that

with 2([7T,,,/Ts| — M) degrees of freedom, where the varianc IS average r(_acei_ved SNRis not achi_eved; thus, the outage prob-
of each component term ¥, (7, /T,,,). By the central limit the- Eb'“ty Poutase IS given by the probability of the evenl’, <

orem (CLT) [30], Wi Will become normally distributed as o} With the aim of compensating for the slow shadoyvmg, the
2A[Tin/Ts] — M) — oo. However, by [32], the cube root trans-goal h(_ere is to develop a power contr_ol schepe), which is
formation of a chi-squared random variable produces a muf ratio of the product of the transmitted power and path loss
better approximation to normality whex{[7;,,/7,] — M) is over the noise power wheln, = =, to minimize the average

not large. Hence, lef = w3  Now Z is approximately transmitted power for a required outage probabilty,;. Dif-

noise "

where

Gaussian-distributed [32] with mean ferent models for the statistics of the measurement error yield
/3T (’VT_M—I M ;) differ_entoptimal power control s_chemes. The_parameters toem-
g = <2N0 L5 ) T 3 (24) ploy in (26) depend on the mobile speed, which can be well es-
T r G?_m] — M) timated [33], [34], and thus, these parameters will be assumed
and variance . Fo be perfec_tly knqwn in this paper. Robustness to uncertaiqties
23 [ GTM1 M4+ 2) |n'the velocity §§t|mates is relegqteq to futur'e work. For sim-
o2 = <2N0 T ) Ts 3 plicity of exposition, the case = 0 is first considered through
’ T r GTM _ M) Section 1V-D; then, the modifications far > 0 are considered
L in Section IV-E.

_ (25) B. Conventional Power Control Scheme

T _ N
I GT1 - ) In conventional power control schemes, the estimation of the
(36). slow shadowing is generally regarded as perfect; in other words,
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I';, =T;. For required outage probabilif§,., the power con- corresponding outage probability cannot be made arbitrarily
trol scheme that minimizes the average transmit power whigall as required

meeting the outage probability constraint is given by [35] oo o2
Poutage =1— / Q {7‘“ <a0+1 [2In —— )} e (x)dx
g . 00 + Y XG Iy

Lo if > X
cony — z = conv 27
Yeony () {0, otherwise 27 >1 — _/
whereX ..., is the solution to 1
> (31)
Xeonvy 2
/0 Jr ( ) dz = FPoue. Thus, this second solution is discarded.

D. Optimal Power Control Scheme Under (26)
C. Optimal Power Control Scheme Under the Model of [10]  ysing the accurate measurement error statistics of (26), an
In [10], it is argued that the distribution of the actual shadptimal power control algorithm can be developed by solving
owing given its estimate obtained by lowpass filtering is aghe following constrained optimization problem:
proximately distributed in a log-normal fashion; thdg, =

= new =argmin F=
1105719 whereé, the estimation error in dB, is Gaussian dis- Tnew() =arg H%H)l h(x)]

tributed with mean 0 and standard deviatign The outage
probability is given by =arg 21(21/ /

"/O/A/(ac) X fF |F71($|y)dyd$ (32)

;L ()utage ]_/ / F |F y|$) ( ) .’L'. Sublect to
(28) o oo
Per above, the objective is to minimize the average transmlssgn [ Potage(2)] :/ / Far(y)
power o Sy, T
Xf* 1($|y)dyd$ < Pout (33)

e T.,|T,
- = e d
L [W(‘T)] / W(l’) fFL (.T) * Wheref—fl( ) andfr i
subject toE_ [Poutage(®)] < Poyt. This problem can be solved function ofF, , and the conditional distribution function Bf,
using the callculus of variations [31] to yield (29), as shown given FL , respectively.

the bottom of the page, where the unitgfandoy hereis Np ~ This constrained optimization problem above can again be

1 (x|y) are the marginal distribution

and X is the solution to solved by referring to the calculus of variations [31]. The so-
- ) lution () is the root of the following nonlinear equation in-
1_/ 0 [ 20y . < 21n — )} e (2)dr = Pou voIving_'Fhe pargmeteA,_which is determined by the outage
Xo Lot oy X Ly, probability requirement in (33):
whereQ(z) = [;* (1/v2m)e =" /2dt, %f (@) =fp (y)fler (@Y7, (34)
It should be noted that while solving the constrained opti-
mization problem stated above, there is a root ambiguity in / Iz 71 S= ,l(a:|y)dy. (35)

the sense that there are two possible power control solutions.
The second possible power control function is given by (3Q)yhile solving forfy(a:) in (34) numerically, the smaller root will
as shown at the bottom of the page. However, in this case, theediscarded for the same reason stated in Section IV-C. Unlike

~olz) = {Wo-exp [% (004/2111%G—0§—1nx)} , if > X¢g (29)

0 otherwise

7

w(@z{%'exf’[%(‘ 02l —of x|, itz Xe (30)

0, otherwise
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in Section IV-C, we are unable to get a closed-form power coshown at the bottom of the page, where= 1+ (3. /o2)(1 —
trol rule here. Thus, the new power control function based ¢R) and X¢p is the solution of

the proposed conditional probability function in (26) is derived 00 o2 =
numerically. 1 —/ Q [—YQ <\/&ao —4/2pln < )}
GD

Xap | LOb T 0%
(x)dz = Poue-

E. Extensions to the > 0 Case 'fi

In most practical applications, there will be appreciable deldyis easily verified that (29) is the special case of (39), when
between the time the shadowing estimate is made and the time- 0 (and thusp = 1).
the estimate is employed for system adjustments. Without lossThe optimal power control scheme under (26) can be devel-
of generalityt, is set to be zero. Then given the measurementped numerically as was done in Section IV-D, which results in
of the shadowing at timé,, the average outage probability of
the event{['; (to + 7) - v(z) < 7o} atto + 7 will be

E— [Poutage(x 7)] —/ / £ 0 (z,2)dzdx fFL(O) / er (0)( )fFL(0)|F’1(0)($|y)dy (40)
o, TOTO

(36) whereA is chosen to makE_ [ Poutage(®,T)] = Pous.

where thejomtdlstrlbutm[f 1 E o (#,z) is determined by
Lo (ML F. Comparison of Power Control Schemes

Yo
N0 =T Fu o B =,

1) Numerical Results:Optimal power control rules derived
f I CON (0) / fFL(O)IF (0)( =ly) under (26) will be compared to those obtained from the conven-
fr* ©O.F= (T)(% 2)dy. (37) tional method and under the model of [10]. However, since the
poAE previous models are only approximations, power control rules
based on previous models will not meet the prescribed outage
random variables, with zero mean and standard deviatjen probability cor_lstraint. Thus, an energy mqrgin is added to each
’ of the suboptimal rules to yield the modified rules as shown

The correlation coefficient between thenpis= ¢=*!71/ X< asin .
(3). By solving the following constrained optimization probleml'n (41)~(43) at the bottom of the page, Wh%’ Meony a_nd
Mg p are chosen to meet the outage probability constraint (33)

under (26) by replacing(x) in (33) with3g(z), Yconv (), @and

The quantitiesn T, '(0) andInT; (r) are jointly Gaussian

Tnew(7) = arg 1&1;)1 ETL ()] (38) Fap(x), respectively.
_ The parameters used in the numerical resultg’gse= 0.01,
subject to v = 40 kmph, f. = 1 GHz, oy = 8 dB, ando, = 2.7 dB,
whereoy in (41) is the measurement error (in Np)y is the
Bz [Poutage(; 7)] < Pouy standard deviation of the shadowinglin scale as defined in

[10]. The mobile speed and the carrier frequency are 40 kmph
conditional distribution functiongz, -1 (zly)in[10]and and 1 GHz, respectively, the measurement window length is
(26) will produce new power control schemesforthe ecase0. T,, = 85 ms, and the symbol rate is/7, = 10 kHz. The

Using the same arguments as in Section IV-C, the optimatio of the effective correlation distance of shadowing over
power control scheme under [10] for> 0 is given by (39), as the wavelength i$X./A) = 40. Under these conditions, the

sontey = {7070 et (Vi s et pas)] e 2 e o)

0, otherwise

LA L 52 )} i
’?G(x):{MG o - €Xp [Ug_i_Yo% (00‘/2111XG o5 —1Inx)|, if z > Xq (41)

otherwise

- Meoyy - 22 ifz> X
conv — conv x ? - convs 42
Feom () { 0, otherW|se (42)

x 2 .
Sap(x) = { Meap -7 - exp [ (\/—001 /2p1n Yop — Q05 — plnxﬂ , if z > X¢ap (43)

otherwise
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TABLE Il TABLE IV
PARAMETERS FORNUMERICAL RESULTS ARE v = 40 kmph, f. = 1 GHz, WHEN SAMPLE SIZE IS LARGE ENOUGH, Wyoisc TERM IN (23) CAN BE
oy = 8dB,oy = 2.7dB,T,, = 85 ms,T, = 1/(10 kHz). UNDER APPROXIMATED AS CONSTANT. PARAMETERS ARE THESAME AS FOR TABLE
THESE CONDITIONS, THRESHOLDS AREGIVEN BY X = —27.45 dB, IIl. PARENTHESES"()” IN LOSSESWHEN EMPLOYING ARE OF THENONEXACT
Xeonv = —18.62 dB. AVERAGE TRANSMIT POWER AND OUTAGE MODELS AFTERADDING POWER MARGINS IN (41) AND (42)
PROBABILITY OF POWER CONTROL RULES IN (32), (29),AND (27) ARE SHOWN
AS “NEW MODEL”, “LOGN", AND “CONV”, RESPECTIVELY, UNDER (26), FOR Woise temoved, ¥, = 26.98 dB
THREE DIFFERENT CASES (7, = 26.98 dB, 16.90DB, 6.79DB). ENERGY New Model | LogN | Modi LogN | Conv | Modi Conv
MARGINS M AND Mony IN (41) AND (42) ARE CALCULATED SO THAT Pout 1.00e-2 3.80e-3 | 1.00e-2 4.50e-1 | 1.00e-2
SUBOPTIMAL POWER CONTROL SCHEMES MEET OUTAGE PROBABILITY P,,(dB) 36.38 38.02 | 36.89(0.51) | 33.94 | 37.42(1.04)
REQUIREMENTS AND PERFORMANCE OFMODIFIED SUBOPTIMAL POWER Margin(dB) | 0.00 0.00 -1.13 0.00 3.48
CONTROL RULES (41) AND (42) ARE SHOWN IN COLUMNS “M oDI LOGN” AND Wioine rémoved, 7, = 16.90 dB
“M oDI CONv”, RESPECTIVELY. PARENTHESESPARTS “()” IN THE COSTS OF New Model | LogN | Modi LogN | Conv | Modi Conv
NON-EXACT MODELS AFTER ADDING POWER MARGINS IN (41) AND (42): B 1.00e-2 Z411e-3 | 1.00e-2 24.5%¢-1 | 1.00e-2
How MucH MORE AVERAGE POWER THAN THAT OF “NEW MODEL” WILL P,,(dB) 26.30 27.92 126.85(0.55) [ 23.83 |27.32(1.02)
BE NEEDED TOMEET AVERAGE OUTAGE PROBABILITY REQUIREMENTS Margin(dB) | 0.00 0.00 -1.07 0.00 3.49
Whoise removed 7, = 6.79 dB
With additive noise in the measurement, 7, = 26.98 dB New Model | LogN Modi LogN | Conv Modi Conv
New Model LOgN Modi LOgN Conv Modi Conv Pout 1.00e-2 726e-3 | 1.00e-2 4.67e-1 | 1.00e-2
Pous 1.00e-2 6.83e-3 | 1.00e-2 4.67¢e-1 | 9.95¢-3 P,.(dB) 1639 1758 | 17.09(0.70) | 13.44 | 17.02(0.63)
P,.(dB) 36.36 37.76 37.19(0.83) | 33.05 37.10(0.74) Margin(dB) | 0.00 0.00 20.49 0.00 358
Margin(dB) | 0.00 0.00 -0.56 0.00 4.05

Without additive noise in the measurement, 7, = 26.98 dB
New Model | LogN | Modi LogN | Conv | Modi Conv

If the sample siz¢7,,, /T5] is large enough, the variance (25)

Dot 1.00e-2 3.76e3 | 1.00e-2 449e-1 | 1.00e-2 /3 ] -~
P,(dB)  [3637 3802 | 36.88(0.51) | 33.94 | 37.42(1.05) of W/ issosmall (7.3< 10 ° under the parameters set above
Margin(dB) | 0.00 000 |-114 000 [348 for 7, = 6.79 dB) that theW,,.;s. term in (23) can be approxi-
With additive noise in the measurement, 7o = 16.90dB mated as constant and depends only\grafter normalization.
New Model | LogN | Modi LogN | Conv Modi Conv ~(N
Pout 1.00e2 | 2.74e-2 | 1.00e-2 5.70e-1 | 1.00e-2 Thus, it can be removed from the measureniént , and the
P.@B) | 2628 26.44 | 28.91(2.63) | 21.30 | 27.36(1.08) s R : c )
Morgin(@8) | 0.00 o024 000606 f:ondltlonal distribution function (26) can be rr_lt_)d|f|ed accord
Without additive noise in the measurement .7, — 16.90 dB ingly. In Table IV, the average outage probability and average
New Model | LogN | Modi LogN | Conv__| Modi Conv power of the schemes in (32), (29), and (27) are recalculated
im(dB) ;‘6028'2 ;7723'3 ;-{?‘8’;'((2) = ;‘5432'1 ;70‘3’2(21 o using this modified measurement model for casgs= 26.98
Margin(dB) | 0.00 000 1114 Tooo 1348 dB, 16_.90 dB, 6.79 dB. Under th_is modified modéf; and
With additive noise in the measurement , 7, = 6.79 dB Mconv In (41) and (42) are determined to meet the OUtage prOb'
New Model | LogN | Modi LogN | Conv | Modi Conv ability requirements.
Pt 1.00e-2 1.29¢-1 | 1.00e-2 7.96e-1 | 9.99¢-3 .
@5 1634 B2i 106G 635 [331@97 . In Table V, tlme delgy between the measurement and
Margin(aB) | 0.00 0.00 | 885 0.00 | 14.99 its employment is considered. The performances of power
Without additive noise in the measurement , 5, = 6.79 dB control schemes in (40), (29), (41), (39), and (43) are listed
New Model | LogN | Modi LogN | Conv Modi Conv as “ New ModelD,” “LOgN,” “Modi LOgN,” & LOgND,” and
Pt 1.00e-2 3.76e-3 | 1.00¢-2 4491 | 1.00e2 . ) . X :
P..@B) (1619 1785 | 16.69(0.50) | 13.75 | 17.23(1.09) Modi LogNp," respectively, in terms of the average outage
Margin(dB) | 0.00 000 |-1.14 0.00  [348 probability, average power, and the power margins, for cases

of different time delays and whether théV ;.. term in (23)

thresholds for the case when there is no time delay betwe'/%,r{emi?]viggc))r il;eptz.g:l' gg tgléeshggdgsm d(Bzg)a:]sd_igég dd??;
GD - . y —O0. ) — .

the measurerrlent and s use df@‘-mv = 1862 dB anq for - = 10 ms, 100 ms, and 250 ms, respectively, when
Xqe = —27.45 dB. For cases taking into account the time™ 6.79 dB

delay between the measurements and power adjustments,’y _heﬁ— o 6.79 dB. the marainal distribution of the mea.
thresholds in (39) ar&(op = —28.09 dB for 7+ = 10 ms, Yo = Y- ' gl Istributi

surement of the average power is shown in Fig. 3. Power control
functions under the various models are shown in Figs. 4 and 5.
2) Discussion: From Table Ill, wheriV ;.. is not removed,

p = 099, Xgp = —33.55dB for7 = 100 ms,p = 0.91,
and Xgp = —42.53 dB for 7 = 250 ms,p = 0.79.
In Table 11l the average transmit power and the outage proha

bility of the power control rules in (32), (29), and (27) are show is apparent that the accurate expression derived in this paper
as “New model,” “LogN,” and “Conv,” respectively, under (26) or the statistics of the error in the average power measurement

for three different cases, = 26.98 dB, 16.90 dB, 6.79 dB). perdoes have an impact on system design. This difference is dye
above, the energy margidde and M.y in (41) and (42) are to two effects: 1) the correlation of the samples e'mploye.d in
then calculated so that the power control schemes based ontfife@verage power measurement, and 2) the additive noise in
previous models meet the outage probability requirements, 4h§ average power measurement. First, consider the case where
the performance of the modified suboptimal power control ruléere is no additive noise at the input to the measurement filter,
(41) and (42) are shown in columns “Modi LogN” and “Modiwhich was an assumption in [10] that helped lead to their model.
Conv,” respectively. To see the impact of the additive naise From Table IIl, it is apparent that the gain obtained by em-
the measuremenin the performance of various power controploying power control functions based on the accurate expres-
rules, the power control rules are compared with and without aglon in (26) over the power control function based on the model
ditive noise in the measurement. Without additive noise in theé [10] is less than 0.5 dB for this case, whereas the gain over
measurement, the ter®y,(x) is equal to 1 andVy = 0in (26). the conventional power control function can be on the order of
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T T
removed, New Mcdel

TABLE V 40 T g T
PARAMETERS ARE THE SAME AS IN TABLE lll. RATIO OF EFFECTIVE a
CORRELATION DISTANCE OF SHADOWING X . OVER WAVELENGTH A IS
X./A = 40. PERFORMANCES OFPOWER CONTROL SCHEMES IN (40), (29),
(41), (39),AND (43) ARE LISTED AS“New Modelp,” “L 0GN,” “M oDI
LocN,” “LogN ,” AND “ModiLogN ,,” RESPECTIVELY, IN TERMS OF 20-
AVERAGE OUTAGE PROBABILITY , AVERAGE POWER, AND POWER MARGINS, IN
CASES OFDIFFERENTTIME DELAYS 7, AND WHETHER W ,,0isc TERM IN (23) 1S
REMOVED ORKEPT. THRESHOLD X ¢z IN (29) 1S —27.45 dB. X p IN (29) ARE iy
—28.09 dB,—33.55 dB,—42.53 dBFOR7 = 10 ms, 100MS, AND 250 MS,
RESPECTIVELY, WHEN 7, = 6.79 dB. PARENTHESESPARTS “()” IN COSTS OF
NONEXACT MODELS AFTER ADDING POWER MARGINS IN (41) AND (43)

kept, New Model
removed, Modi LogN
kept, Modi LogN

Fr, e, —4= noise
I, W

3 Ty *,

I S

7ix} (dB)

Wiise removed, 7 = 10ms, p = 0.99, 7, = 6.79 dB 1ok
New Modelp | LogN | Modi LogN | LogN,, | Modi LogN
Pyt 1.00e-2 8.46¢-3 | 1.00e-2 7.40e-3 | 1.00e-2
P,,(dB) 16.81 17.58 17.33(0.52) | 17.89 17.44(0.63) -20}
Margin(dB) | 0.00 0.00 -0.25 0.00 -0.45
Woise kept, 7 = 10ms, p = 0.99, 7, = 6.79 dB s I : : : : ‘
New Modelp | LogN | Modi LogN | LogN,, | Modi LogN 230 -20 -10 0 10 20 30 40
Pout 9.99¢-3 1.30e-1 | 9.99¢-3 1.17e-1 | 1.00e-2 measurement of shadowing x (dB)

P,,(dB) 16.65 1324 ]22.07(542) | 13.73 ] 22.13(5.48) ] ]
Margin(dB) | 0.00 0.00 8.83 0.00 840 Fig. 4. Power control function (34) under model (26) and power control

Woorse temoved,  — 100ms, p = 0.91,7, = 6.70 B furr:ctlon t(;]l:}) undefr thetmea}sukrement egor rIPOdeI in [tlhO] with m_e;rr\]duaad_t'
New Modelp, | LogN | Modi LogN | LogN,, | Modi LogN,, when path loss information is known and unknown in the case with additive
noise in the measurement and time defay= 0, p = 1.0. Parameters are

Bt 9.97¢-3 3.18e-2 | 1.00e-2 8.65e-3 | 1.00e-2 o )
P.(@B) | 1937 1758 | 19.48(0.11) | 19.85 | 19.59(0.23) v = 40 kmph, f. = 1 GHz,0y = 8 dB, 0o = 2.7dB, T,,, = 85 ms,
Margin(@B) | 0.00 0.00 | 190 000 | -026 T. = 1/(10kHz), SNR=7, = 6.79dB, X = —27.45 dB.
Woise kept,7 = 100ms, p = 0.91,7%, = 6.79 dB
New Modelp | LogN | Modi LogN | LogN,, | Modi LogN, 40 T T T T I T T
Pt 9,963 T48e-1 | 1.00e2 | 6.28¢-2 | 1.00e-2 f‘“"\ ’ * o emored, New Moddl
P,,(dB) 1957 1324 | 22.17(2.60) | 16.69 | 22.61(3.04) i o W™ romoved, Modi LN,
Margin(dB) | 0.00 0.00 8.93 0.00 5.92 agbo ST % - | Zae Woee K@D, Modi LogN,) I
Wpoise temoved,” = 250 ms, p = 0.79, 7, = 6.79 dB : ey, .,
New Modelp | LogN | Modi LogN | LogN, | Modi LogN, i ",
Pt 1.00e-2 7.84e-2 | 1.00e-2 9.25¢-3 | 1.00e-2 20} ! .
Po(dB) 21.30 1758 | 22.20(0.90) | 21.68 | 21.51(0.21) !
Margin(dB) | 0.00 000 |462 000 |-017 - .
Wiooise kept, 7 = 250ms, p = 0.79, 7, = 6.79dB 2 0l :
New Modelp | LogN | Modi LogN | LogN,, | Modi LogNp % i
Pt 1.00e-2 1.80e-1 | 1.00e-2 3.48e-2 | 9.99-3 i
P,,(dB) 21.97 13.24 22.50(0.53) | 19.41 23.21(1.24) ok [
Margin(dB) | 0.00 000 | 926 000 | 380 !
I
07 r . : T : . A0p
— — W Rept, New Model ;
— W rémoved, New Model ! 3
06k : H 2 [ ; ; ; . : ;
40 -30 -20 -10 [} 10 20 30 40

! measurement of shadowing x (dB)

©
o

T

i

i ) : ‘ Fig. 5. Power control function (40) under the model (26), and power control

§ ! 4 : function (43) under the measurement error model in [10] with matdiap,
204k P B when path loss information is known and unknown in the case with additive
2 | K noise in the measurement and time detay= 100 ms,p = 0.91. Parameters
> b arev = 40 kmph, f. = 1 GHz,6y = 8 dB,o, = 2.7 dB, T, = 85 ms,
3%r Lo T T, =1/(10kHz), SNR= 7, = 6.79 dB, X¢p = —33.55 dB.
s |

02 N

average received SNR of 6.79 dB can be over 3 dB versus the
power control rule based on (26). This is a significant loss that
demonstrates the impact that the accurate model of (26) may
have on wireless system design and analysis. However, as shown
30 40 in Table IV, when thé¥V ;s term in (23) is removed, then the
gain obtained by employing power control functions based on
Fig. 3. Marginal probability density function of shadowing measuremetthe accurate expression in (26) over the power control function

(in dB) in cases withWW,.is. kept andW,.i.. removed. Parameters are ; ;
v = 40 kmph f. = 1GHz. 0y = 8 dB, oy = 2.7 dB, T, = 85 ms, based on the model of [10] after adding the power margins are

T, = 1/(10 KHz), SNR= 7, = 6.79 dB. less than 1.0 dB.
From Table V, the impact of the time delay between the in-

ardignts when the shadowing measurement has been made and
b\_/vhen the power is adjusted can be seeVlf,;,. is removed
~ (N

0.1

0
measurement of shadowing (dB}

1.0 dB. When measurement noise is considered, it is app
from Table 11l that the model of [10] leads to a distinctly su A
optimal power control rule. In particular, the loss at a requirddom I';  in (23), the gains of the power control scheme (40)
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“New Modelp” over “Modi LogN ,” (43) are decreasing from
0.63 dB to 0.21 dB, as time delayincreases from 10 ms to
250 msp decreases from 0.99t0 0.79. This is due to the fact thatyg
asr is increasing, the correlation of the log-normal shadowing
is decreasing, and the information provided by the measure-
ments of the average power outdatedrbwill be decreasing. 7
In the limiting case, as — <o, the outdated measurement re-
veals nothing about the current shadowing and the power controlé!
schemes will be the same. [9]

(5]

V. CONCLUSIONS [10]

In this paper, the error statistics for average power measure-
ments have been considered; in particular, the probability dis[—l1
tribution of the value of the average received power at the time
of interest conditioned on an outdated measurement has be 1r21]
obtained. To demonstrate its utility, this expression has bee
employed in the design of power control algorithms that mini-
mize the average transmitted power required to achieve a desiréd!
outage probability for the link. It is demonstrated that POWel 4
control algorithms based on the accurate expression derived In
this paper can demonstrate gains in certain situations over thc;fle5
based on previous approximate models. This accurate charac-
terization of the error statistics in average power measurementss]
should also prove useful in the design and analysis of the mul-
titude of other algorithms that rely on average received powe[rm
measurements. Since the conditional probability distribution of1g]
the value of the average received power at the time of interest
conditioned on an outdated measurement is subject to the cjr-
relation model used for the small scale fading (2) and the cor0]
relation model of the log-normal shadowing (3), if the actual
correlation models do not agree with the assumed models of (2),;
and (3), the statistical model (26) has to be modified accord-
ingly in a straightforward manner. In the case of design, such &32]
that of the power control schemes considered in the latter part of
this paper, the robustness to deviations of the correlation modejss]
from the assumed ones will be a topic of future research. 24]
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