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AUTOMATIC CONTROL TOPICS 
 
A. Basic Tools 
 Laplace, Z transforms: basic properties, use in solving linear 

differential/difference equations, application to system analysis, transfer 
functions.  Fourier transform, Fourier series:  basic properties, application to 
signal analysis, frequency response, spectral energy density. 

 
B. Basic Concepts 
 Linearity, time invariance, causality, difference and differential systems, 

linearization, signal-flow and block diagrams, BIBO and asymptotic stability. 
 
C. Classical Control 
 Transient and steady state analysis and performance indicators, pole 

location, sensitivity; frequency domain analysis, phase and gain margins; 
Nyquist stability, Routh-Hourwitz criterion, root locus, lead and lag 
compensator design, PID control; pole placement with fractional 
controllers. 

 
D.  Sampled Data Systems 
 Basic A/D and D/A conversion, sampling theorem.  Discretization of 

continuous time systems, deadbeat control.   
 
E. State Space Control for  Continuous and Discrete Time Systems 

State and state equations, transition matrix, solution of state equation.  
Realization, controllability and stabilizability, observability and detectability, 
Lyapunov stability, state feedback and pole placement, asymptotic 
observers, state feedback with observers. 

 
Representative References 

 
1. C-T. Chen, System and Signal Analysis, Saunders College Publishing. 
2. B.C. Kuo, Automatic Control Systems, Prentice Hall. 
3. G.F. Franklin, J.D. Powell, A. Emami-Naeini, Feedback Control of Linear 

Systems, Addison Wesley. 
4. G.F. Franklin, J.D. Powell, M.L. Workman, Digital Control of Dynamic Systems, 

Addison Wesley. 
5. K. Ogata, Discrete-time Control Systems, Prentice Hall. 
6. W.L. Brogan, Modern Control Theory, Quantum Publishers, Inc. 
7. T. Kailath, Linear Systems, Prentice Hall. 
8. K. Ogata, Modern Control Engineering, Prentice Hall. 
9. C. T. Chen, Linear system Theory and Design, 3rd Ed., Oxford University Press, 

1999.  
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M.S. Comprehensive /Ph.D. Qualifying Exam 
Communication and Signal Processing Topics 

 
 

Probability Theory and Random Processes 
Basic concepts in probability theory; stationarity and wide sense stationarity of random 
processes, power spectral density, linear filtering of random processes, minimum mean 
squared error estimation, Gaussian and Poisson random processes.  

 
Signals, Systems, and Digital Signal Processing 
Continuous time and discrete time signals and systems: fundamental concepts, system 
properties (causality, stability, time invariance, etc.); time and frequency domain 
characterization of discrete and continuous time signals and systems; transform domain 
techniques; sampling and reconstruction; sampling rate conversion, frequency-domain 
analysis, aliasing and Nyquist rate concepts; discrete Fourier Transform and FFT 
algorithms; design and implementation of FIR and IIR filters. 
 
Analog  Communication 
Amplitude modulation techniques; frequency and phase modulation techniques; sampling, 
quantization; pulse code modulation (PCM); effect of noise on continuous wave and 
PCM systems. 

 
Digital Communication 
 Signal space representation; baseband representation of bandpass signals and systems; 
maximum likelihood (ML) detection and estimation; optimum receiver principles. 
performance of optimum receivers; differential, partially coherent and non-coherent 
detection of signals; bandwidth efficiency and power efficiency; receiver design and 
performance analysis of digital modulation schemes in fading channels; linear block 
codes and their decoding strategies, hard decision and soft decision decoding.  

 
Representative References 

 
1. Simon Haykin, Communications Systems, (Wiley).  
2. J. G. Proakis and M. Salehi, Communication Systems Engineering, 2nd Edition, Prentice 

Hall. 
3. J. G. Proakis, Digital Communication, 4th Edition, McGraw-Hill, 2000. 
4. J. M. Wopzencraft and I. M. Jacobs,  Principles of Communication Engineering, John 

Wiley & Sons, New York, 1965. 
5. Henry Stark and John W. Woods, Probability and Random Processes with Applications 

to Signal Processing, 3rd Edition. Prentice-Hall.  
6. Probability, Random Variables, and Stochastic Processes, A. Papoulis, 3rd edition, 

McGraw-Hill, 1991. 
7. S. K. Mitra, Digital Signal Processing, 3rd edition, McGraw-Hill. 
8. A. V. Oppenheim and R.W. Schafer, Discrete-time Signal Processing, Prentice-

Hall. 
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COMPUTER ENGINEERING TOPICS 
 
Appearing below is an outline of topics which computer-area questions will be based on. Most of the topics 
clearly fall into one of the three question areas, Hardware, Software, and Applications, but questions in 
one area can draw on topics from other areas. For example, the solution to an algorithm (software) 
question might require knowledge of cache organization (hardware). 
 
Topics described with "Proficiency in" (or similar wording) must be understood very well, as though you 
were going to take a test in a course covering the topic. Topics described using "Competence with" (or 
similar wording) must be understood well enough to solve problems or answer substantive questions, 
however definitions or other background might be provided as part of the question. This information should 
help students that know the material make a quick start solving the problem. For topics listed under 
"Familiarity with" students should have a basic background in the area, including basic terminology, but 
need not know many specifics. For these problems a greater amount of background will be provided, 
enough so that a good student might be able to solve them without having taken any courses covering the 
topic. 
 
 
Logic Design 
Proficiency with combinational and sequential logic theory at EE 2720 and EE 2730 level, including 
Boolean algebra and basic minimization techniques. Proficiency in designing basic combinational and 
sequential circuits. 
 
Computer Arithmetic 
Proficiency with signed integer representations and with full adder and carry look-ahead adder designs. 
Competence with basic integer multiplication and division circuits. Competence with floating-point (FP) 
representations, including IEEE 754, and with FP arithmetic.  Familiarity with modular and residue 
arithmetic. 
 
Computer Instruction-Set Architecture (ISA) and Microarchitecture   
Proficiency with 5-staged pipelined RISC (e.g., MIPS) implementations, including design rationale, direct 
and bypassed data paths, control signals, and relationship between implementation and instructions. 
Competence in assembly language programming, including RISC instruction sets. Competence with 
instruction set design issues, including memory addressing modes, and the variety of jumps & branch 
instructions.  Familiarity with interrupts, traps, and exceptions.  Familiarity with pipeline depth and 
superscalar width issues.  Familiarity with caches and branch prediction techniques. 
 
Computer Communication Networks 
Competence with basic switching and multiplexing techniques.  Familiarity with network layers and 
protocol stacks, ARQ protocols, error detection and correction.  Familiarity with Internet addressing and 
routing standards and techniques.  Familiarity with network reliability, availability, structural reliability 
terminology and techniques. 
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Algorithms and Data Structures 
 Proficiency with basic data structures (including arrays, stacks, linked lists, trees), basic algorithms 
(including binary search, merge sort, tree searches), memory content and layout of numbers, pointers, 
arrays, and structures complexity analysis of algorithms. Competence with advanced data structures 
(including hash tables, graph representations), algorithmic paradigms (including divide and-conquer, 
greedy, dynamic programming) and analysis techniques (including recurrence relations, amortized 
analysis). Familiarity with computational complexity and intractability randomized, online and 
approximation algorithms. 
 
Parallel and Distributed Computing 
Competence in major parallel system organization topics including hardware organizations (CPU & 
network), parallel program organizations (processes, tasks, or threads), communication models (message 
passing or shared memory). Competence with metrics for analysis of performance including speedup, 
efficiency, time complexity, and space complexity. Competence with use and implementation of basic 
synchronization primitives and constructs including compare & swap, atomic memory operations, 
semaphores, and barriers. Competence with basic parallel algorithms including reduction, sorting, leader 
election, graph algs, etc. Competence with common interconnects including bus, crossbar, mesh, 
hypercube networks. 
Familiarity with other interconnects including Log n stage networks (e.g., omega), Clos and Benes 
networks. 
 
Operating Systems and Compilers 
Competence with coordination concepts, constructs, and issues, including multiple-process access to 
shared structures, mutual exclusion, and deadlock. (See also basic synchronization topics under Parallel 
and distributed computing.) Competence with basic memory management issues including virtual and 
physical addresses and their rationale virtual to physical address translation techniques, page swapping 
basics. Competence with program compilation techniques, including control-flow and data-flow program 
representations, dependencies and dependence testing, common optimizations, and common program 
transformations. 
 
Computer Vision and Image Processing 
Proficiency in geometric and radiometric image formation. Proficiency in image segmentation, 
enhancement and restoration techniques. Competence in image compression and morphological image 
processing. Familiarity with pattern recognition techniques. 
 
Logic Testing and Reliability 
Familiarity with fault models, including the stuck-at model. 
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ELECTRONICS ENGINEERING TOPICS 
 
 
A. Circuits 
 Circuit applications of diodes.  Circuit applications of BJT, MOSFETs and 

JFETs in linear and digital circuits.  Linear applications include amplifiers, 
oscillators, differential amplifiers and operational amplifiers.  Applications of 
ideal operational amplifiers.  Digital applications include internal operation 
of standard logic gates used as building blocks in logic families such as TTL, 
ECL, NMOS and CMOS. 

 
 
B. Devices 
 Basics of carrier transport in semiconductor materials, physics of p-n junction 

diodes, bipolar and field effect transistors.  Derivation of terminal current-
voltage characteristics of discrete devices, large and small signal models.  
Basic physics of photonic devices.  Basic integrated circuit technology. 

 
 
C. Fields 
 Static fields, Maxwell's equations, propagation through istropic medium, 

reflections and basic antenna theory. 
 
 
 

Representative References 
 
  1. M.N. Horenstein, Microelectronic Circuit and Devices, Prentice Hall. 
  2. Mitchell & Mitchell, Introduction to Electronic Design, 2nd Ed., Prentice Hall. 
  3. Gray & Mayer, Analysis and Design of Analog Integrated Circuits, 3rd Ed., 

John Wiley. 
  4. D. A. Hodges, H. G. Jackson and R. A. Saleh, Analysis and Design of Digital 

Integrated Circuits in Deep Submicron Technology, 3rd Ed., McGraw-Hill. 
  5. B. Streetman, Solid State Electronic Devices, 3rd Ed., Prentice Hall. 
  6. J.P. McKelvey, Solid State and Semiconductor Physics, Harper & Row. 
  7. Shen, Applied Electromagnetics, 2nd Ed., Prindle-Weber-Schmidt. 
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POWER ENGINEERING TOPICS 
 
 
A. Electric Machinery 
 Maxwell's equations; analysis of simple electromechanical devices using 

Maxwell's equations; synchronous machines, voltage behind reactance model, 
Park transformation, d,q equations; exact and approximate equivalent circuits 
of single-phase transformers, nonlinear effects; modeling and calculation of its 
parameters of transmission lines; modeling and analysis of direct current and 
induction machines. 

 
 
B. Power Systems 
 Per-unit calculations; symmetrical components; sequence impedances of 

transformers, synchronous machines and induction motors, sequence 
impedances and capacitances of transmission lines; sequence networks for 
fault analysis; shunt faults (3-phase, LG, LLG, LL faults); series faults (1LO, 
2LO); power flow equations, (Decoupled) Newton-Raphson, Gauss/Gauss-Seidel 
methods; optimal dispatch with/without line losses; transient stability, swing 
equation, equal area criterion, effect of clearing time; low-frequency 
oscillations, supplementary excitation/governor control; linear optimal 
stabilization. 

 
 
C. Power Electronics 
 Fourier series of nonsinusoidal voltages and currents; analysis of circuits with 

nonsinusoidal voltage and current waveforms, nonsinusoidal active and 
apparent powers; single-phase and three-phase rectifiers, controlled AC/DC 
converters, DC/DC converters, inverters. 

 
 
 

Representative References 
 
  1. R.D. Schultz & R.A. Smith, Introduction to Electric Power Engineering, John 

Wiley, 1988. 
  2. V. DelToro, Electric Power Systems, Prentice Hall, 1992. 
  3. P.M. Andersen, Analysis of Faulted Power Systems, The Iowa State Univ. 

Press, 1983. 
  4. Y.N. Yu, Electric Power System Dynamics, Academic Press, 1983. 
  5. M.H. Rashid, Power Electronics, Prentice Hall, 1988. 
  6. N. Mohan, T.M. Undeland, W.P. Robbins, Power Electronics, John Wiley, 1989. 

 










































































































