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Multicell CDMA Network Design

Robert G. Akl Member, IEEEManju V. Hegde Member, IEEEMort Naraghi-PourMember, IEEEand
Paul S. Min Senior Member, IEEE

Abstract—Traditional design rules for cellular networks are not  smaller cells are used in areas of high demand while larger
directly applicable to code division multiple access (CDMA) net- cells are used in areas of low demand. In CDMA networks,
works where intercell interference is not mitigated by cell place- differing usage results in differing intercell interference, which

ment and careful frequency planning. For transmission quality re- L - . .
quirements, a minimum signal-to-interference ratio (SIR) must be SUggests the possibility of more efficient topology design. In this

achieved. The base-station location, its pilot-signal power (which paper, we describe a new network topology design technique for
determines the size of the cell), and the transmission power of the CDMA networks that outperforms traditional techniques.
forpower control in COMA networks, large celis can cause aotor . [31-12): the authors calculate the capacity of a single
interference to adjacent small ceIIs,‘ posing another constraint to CDMA_ cellora _CDMA network by restricting analysis to re-
design. In order to maximize the network capacity associated with Verse link capacity. These papers concede that CDMA networks
a design, we develop a methodology to calculate the sensitivity ofare interference- and reverse-link limited in that the system ca-
capacity to base-station location, pilot-signal power, and transmis- pacity for the reverse link will be lower than that of the for-
sion power of each mobile. To alleviate the problem caused by dif- |\~ 4" link. In [1], the authors analyze both forward- and re-
ferent cell sizes, we introduce the power compensation factor, by link . hev h h hat f ideal

which the nominal power of the mobiles in every cell is adjusted. VerSe-link capacity. They have shown that for an ideal power
We then use the calculated sensitivities in an iterative algorithm control and hard handoff case, reverse-link capacity limits the
to determine the optimal locations of the base stations, pilot-signal system capacity; however, the difference between forward- and
POV‘{SrS\}Va”dhpower Con?pe”fsﬁt'on fatCtorls( n OTdertrt]O mlex'm'zetca'h reverse-link capacities is not large. In [13], the authors show that
pacity. We show examples of how networks using these design tech- " L .

niques provide higher capacity than those designed using tradi- reverse-link capac_|ty is _mcreased considerably by soft ha_ndoff,
tional techniques. but, at the same time, imperfect power control reduces it and
compensates for the increase. On the other hand, forward-link
capacity is decreased due to soft handoff, and the reduction is
shown to be more than the difference between reverse- and for-
ward-link capacities. They believe that the overload in forward

. INTRODUCTION link limits the capacity of the system. From the above discus-

HE reverse link capacity of a single cell in a cellular codéion, it is evident that among researchers, a consensus does not
T division multiple access (CDMA) network depends on thexist on whether the CDMA system capacity is reverse- or for-
interference of users within that cell (intracell interference), ¢ard-link limited. However, the majority of the literature pub-
well as on the interference of users in adjacent cells (intercbihed on the subject is of the former view. In light of this, in
interference) [1]-[3]. Thus, the number of simultaneous usefys Paper we consider the reverse-link capacity only. In the rest
that can be handled within one cell depends on the number@tthis paper, when we refer to capacity, we actually mean the
simultaneous users in all the cells in the network. This intei€verse-link capacity.
ference limitation makes the cell placement design in CDMA Despite the abundant literature on CDMA, few contributions
networks particularly difficult: the problem of placing cells in sddress the cell design problem. The main emphasis to date
region with a given user profile would require the calculation df2s been on capacity analysis through simulation with uniform
the intercell interference, which depends on the cell geometflls. In [14], the performance of IS-95-based CDMA systems
the transmit power levels of the users, and the number of userélial is studied in nonuniform and uniform traffic distribution
adjacent cells. This problem is not present in networks that udgh equal cell sizes. The elements that are investigated are
fixed channel assignment algorithms, wherein cochannel inté€ pilot channel chip energy to received signal power spectral
ference is eliminated by using different frequency sets in adensity ratio, the forward link bit energy to noise power spectral
jacent cells, thereby separating the problem of cell placemél@nsity ratio, and the reverse link bit energy to noise power
and cell capacity. In such networks, the design rule-of-thumbsgectral density ratio. Monte Carlo simulations are carried out
to place cells so that each will have a constant demand. Thigder a hexagonal omnicell configuration to obtain statistics
of capacity, handoff percentage, and signal and interference
levels.
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reverse link at the base station. The authors evaluate the ddsigned by our method versus those designed with traditional

fectiveness of their proposed method with regard to the sigmales.

quality and the outage probability through computer simula- The remainder of this paper is organized as follows. In Sec-

tion. The results show that the proposed method is effectitien Il, we calculate the relative average intercell interference.

against localized high-density traffic, but the effectiveness bk Section Ill, we define network capacity. In Section IV, we

comes smaller as the traffic load in the vicinity of congestextudy the sensitivity of the network capacity with respect to

cells increases. base-station locations, pilot-signal powers, and power compen-
In [8] and [9], an iterative algorithm for cell design that mini-sation factors. In Section V, the optimization of capacity is per-

mizes the disparity in communication quality between base starmed, and numerical results are presented in Section VI. Sec-

tions is proposed. To equalize the SIR in order to maximize diden VIl concludes this paper.

pacity, every base station adjusts both the pilot-signal power and

the desired transmission power level based on the difference be- ||, RELATIVE AVERAGE INTERCELL INTERFERENCE

tween the average SIR and the observed SIR on the reverse "m&onsidertwo cellsandi. We assume that each user is always
The authors confirm the effectiveness of the proposed algorithm J- y

. . communicating with and is power controlled by the base station

through computer simulation. : .

. o . that has the highest received power at the useiCl; elenote the
In [11], the problem of adaptive cell sectorization to increase _. : ; : "
e - . region where the received pilot-signal power from base station
capacity in CDMA systems is investigated. The authors pro- . . .
o . IS the highest among all base stations. A user located at coordi-
pose to minimize the total received power and the total transmit

o . : nate is at distance; from base statiop. Letn; be
power of the mobiles in order to reduce intercell interferen Lz, 9) i y) 4 "

fie number of users in cefland A ; = Area(C;), the area of cell
while retaining acceptable quality of service. The results show 6 J €5,

: ) o _ . It is assumed that the power-control mechanism overcomes
that under nonuniform traffic conditions, the optimum arrangég. .. large-scale path loss and shadow fading. It does not, how-

m?lm of the sector boundaries is quite different from unifori o vercome the fast fluctuations of the signal power associ-
cell sectorization. _ ated with Rayleigh fading [1]. The propagation loss of a user in
Ina CDMA network, the near—far problem necessitates POWEL), ; js modeled as the product of theth power of distance and

cont.rol, whereby the transmit power of. mobiles is proportiona| log-normal component representing shadowing losses. Now
to distance (from the base station) raised to the path-10ss g, genote the Rayleigh random variable that represents the
ponent. Typically, the power control scheme used in CDMﬁ\ding on the path from this user to céllThe average of?
networks is signal level based, i.e., the power control equal-ihe log-normal fading on that path, i.€[x2|¢;] = 10-¢/10

izes the received power from the mobiles _at th_e base statipsp], wherey; is the decibel attenuation due to shadowing and is
We assume such a power control scheme in this paper. In paisaussian random variable with zero mean and standard devi-

ticular, SIR-based power control is not investigated [17] [18htion,. Consequently, the relative average interference at cell
When large cells are adjacent to small cells, users at the boupgaysed by all users in cellis given by [21]

aries of large cells cause a lot of interference to users in small
cells. This causes a significant reduction in the capacity of the
i i i (2, y)109/10 5

small cells. To alleviate this problem, we propose to adjust the o J Y ny

' > ; I;,=FE — 5 dA(z,y)| . Q)
nominal power of the mobiles in every cell by a power com- i,y /x; Ay
pensation factor (PCF) [19]. Since CDMA is interference lim- s
ited, any decr.ease in thg amoun-t of mterference translates "ﬂ?e expectation is calculated as follows:
a capacity gain. Increasing the pilot-signal power of a base sta-
tion increases the coverage region ofth_at celland th_us increases E[10%7/10 - 2] = E[E[1057/1° - 32|¢;, ¢S]
the number of users and the intracell interference in that cell. /102
However, it will decrease the number of users in the adjacent = E[1057 BN 16 Gl
cells, thus decreasing the intercell interference on this base sta- = E[10%/10 . 107%/10]. (2)
tion. In addition, changing the location of a base station changes _ _ _ _
the coverage region of that cell and the coverage regions of #ffz = ¢;—(;, wherer is a Gaussian random variable with zero
adjacent cells. Thus, by controlling the transmitted pilot-signglean and variance equal to2since(; andg; are independent.
power and adjusting the location of the base stations, the c&tbstituting in (2), we get

erage region of each cell is controlled, which in turn controls
+oo 6"/.7:6.7:2/405

the intracell and intercell interference. Given a fixed configura- (¢;—=¢:)/101 _ El7] —

X T _ E[10'% | = E[e"] = ———dzx

tion of user distribution, we try to place a given number of cells —oo  \47mo?

in order to maximize capacity. We evaluate the capacity of the — o) 3)

entire network as a function of all the PCFs, the base-station lo-

catior!s, gnd the transmitted pilot-signal POWErs &?”d presef‘t\ﬁﬂerew = In(10)/10. Substituting the result back into (1)
optimization framework that allows us to maximize capacity.

We develop design rules that apply to general user configura- . rm(z,y)

tions (uniform or with hot spots). We validate our design rules Iji = 07 A—J // Tin(T)dA(x,y)- (4)
by presenting comparative capacity results for networks that are et o Y
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Let x;; denote the per-user intercell interference factor of £ell We define equal capacity as the requirement that all cells have

to cell4, i.e., x;; = I;;/n;. Note that in our modek;; equals an equal number of users, i.e,;, = n for all <. For the equal

zero. capacity case, the network capaciyis equal tod n, where
Equation (4) is used to calculate the relative average inter-

cell interference for a uniform user distribution, i.e., when the

relative user density dtc, ) in cell j isn;/A;. For a nonuni-

. . . . . . Ceft
form user distribution, let(z, v) be the relative user density at n= o mmo | (8)
(z,v). A hot spot s a region of a cell with a higher relative user - 1+ Z,”
density than the rest of the cell. The relative average intercell in- = !

terference at cefl caused by all users from celfor the general . . ] ] o
case becomes In general, for a given fixed configuration of user distribution,

a feasible user configuration yields a network capagityhat
is the solution to the following optimization problem

)2 7’?l($vy)
L = (1) // ———w(z,y) dA(z, ). (5) M
T (-T,y)
¢ max Z n;
= =1

The I;;s will be used to determine the reverse-link capacity. A M

closed-form expression can be derived Igy for the case of subjectto n; + anmji < Ceott,

a uniform user distribution and a specific cell geometry (e.g., j=1

hexagonal). However, since for the case of nonuniform user dis- fori=1,..., M. 9)

tribution we evaluatd;; in (5) numerically, we have used the

same approach for the uniform case and have not obtained YM@ should point out that the pilot-signal strengths and the base-
closed-form solution for (4). station locations affect the values of the set of factofsand

thereby affect the decision variablesin (9).
The optimization problem in (9) is an integer programming
lIl. CDMA N ETWORK CAPACITY (IP) problem. One technique to solve the IP problem is based
pn dividing the problem into a number of smaller problems in
a method called branch and bound [23]. Branch and bound is a
systematic method for implicitly enumerating all possible com-
binations of the integer variables in a model. The number of sub-
problems and branches required can become extremely large.
If the integer variables,;,i =1, ..., M, are relaxed and as-
sumed to be continuous variables, then (9) becomes alinear pro-
<@) _ Ey gramming (LP) problem whose solution can be obtained by any
I M ’ general LP technique, e.g., the simplex method [24]. We should
a(REy) | n; — 14 anliji /W + No point out that (9) is a convex optimization problem, and there-
j=1 fore, the approach described above does converge to a global
fori=1,..., M. (6) optimal solution. It should also be noted that although the op-
timization problem in (9) maximizes the total network capacity
To achieve a required bit error rate we must h@llg/,); > I’ and provides an improvement over that obtained from (8), the
for some constarit. Thus, rewriting (6), the number of users incapacity of individual cells that results from (9) may vary sig-
every cell must satisfy nificantly.
In Section VI, we provide results to the continuous relaxation
of (9), which give an upper bound on the optimal value. We
W/R <l o1 ) 118, give the rounded-down solution (rounding down the solution
«@ r E,/Ng - Cefly of the continuous relaxation problem), which in general is not
fori — the optimal solution of the IP problem. We also solve the IP
ori=1,...,M. (7 . . :
problem and provide the optimal solution as well as the number
Sof branches required to arrive at the solution.

Consider a multicell CDMA network with spread signa
bandwidth of W, information rate ofR bits/s, voice activity
factor of a, and background noise spectral density /6§.
Assuming a total ofdf cells with n; users in celli, the bit
energy to interference density ratio in céls given by [22]

D

M
n; + E ik i <
=1

Asetof users. = (ny,...,ny) satisfying the above equation
is said to be a feasible user configuration, i.e., one that satisfies
the E, /1y constraint. The right-hand side of (7) is a constant,
determined by system parameters and by the desired maximurhlaving formulated the optimization problem that calculates
bit error rate, and can be regarded as the total number of effaetwork capacity, we now investigate the effect of changing the
tive channels:.g available to the system. As can be seen frotnansmission power of the mobiles, the pilot-signal powers, and
(7), the capacities of the CDMA cells in a network must be corthe locations of the base stations on this capacity. Consider a
sidered jointly. Thus the notion of capacity in a CDMA networketwork with a large cell adjacentto a small cell and consider

is that of a capacity region, which indicates all tradeoffs in céawo usersA and B both located at the boundary of these two
pacity between the cells in the network. cells as shown in Fig. 1. Userwill cause a lot of interference to

IV. SENSITIVITY ANALYSIS
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Rearranging terms

M
B;i WJ/R (1 1
. e« — 1
ni + ;”J Nig = o \T  BE/N, )T
A @)
Fig. 1. Effect of a large cell adjacent to a small cell. = Cett- (13)
Let

userB because mobiles’ transmit power is proportional to their M Bk ‘

distance from the base station raised to the path-loss exponente¢; = n; + Z n; J;“ — cig, fori=1,...,M. (14)
Thus, a small cell adjacent to a large cell will experience a great j=1 fi

deal of interference—which causes a significant reductionin the . .

g t&ssummg that the variables,: = 1,..., M, are relaxed to be

capacity of the small cell.
This problem can be resolved by adjusting the nominal po
of the mobiles in every cell by the PCF in order to make the SIR dc. { 1, ifk=1

W%cr)ntinuous variables, the derivativegfwith respect tan;, is

in small cells comparable to that in large cells. If cglhas a Btk if k£ (15)
PCFg,, its mobiles’ signal powers have increased by a factor '

of 3;. Thus, the new relative average intercell interference
cell j to celli becomes

8nk /32 ’
%e above derivatives will be used in the solution to the opti-
mization problems (31)—(34).

Li = e(ws)z/ Bir™(z,y) ﬂdA(a:,y) (10) A. Sensitivity with Respect to Power Compensation Factors

(@) Ay Increasing the PCF of a cell increases the SIR of that cell,
thereby increasing the capacity of that cell. On the other hand, it
As a result, the new intercell interference factor per user b&ill alsoincrease the interference into its adjacent cells, thereby
comesg; ;. Thus, once the original intercell interference facieducing the capacity of those cells. Therefore, we wish to find
tors have been calculated (for PCFs equal to one), changing @ optimal values for the PCFs that will maximize the capacity
PCFs for the cells does not require recalculation of the origirfd the entire network. The PCFs also provide flexibility in the
k;; sincel;; is linear inj3;. allocation of capacity. By changing the PCFs, capacity can be
Let S be the received nominal power at base statiaithout €xchanged between cells. Our approach is to first calculate the
PCF. Then,S = RE,. With PCF, the received power at basélerivatives of the network capacity with respect to the PCFs
stations is 3;5. Now, 3;S = R(E});. The ratio of bit energy to and to use them in an optimization algorithm. These derivatives

T

Cj

interference density is capture the effect of increases in the PCF of one cell on the
capacity of the entire network.
BN\ BiS/R Combining (8) and (13), the equal capacity case becomes
0).” M
=1 n = min 7&%“ (16)
W/R T1<i<M M
= 3; 3,6 5;
M B, NoW Bi + ;/J“J
CM(TLZ‘ — 1) + aanﬁjiﬁ + /35 j=
j=1 ‘ ’ Leti* denote the index that minimizes (16). For numerical pur-
_ W/R poses, we allow. to be a real number. The derivativesofvith
M H
B:  NoW respect to a PCBy, is
aln; — 1) + aanﬁjij + 5RE, ) .
=1 7, 7 »
’ W/R an (Bl + 0)> Bjrjie + Bietp
11 j=1 . .
M if k=4
B; W/R M 2
aln;, —14+ iRy — | + 5= 7o
jz=:1 pi PiEy [No on Bir | Bir + Zﬁj"%i*
O L
To achieve arequired bit error rate, we must h@vg/1j); > I, —/3i*0£§)%ki* ) ”
yielding o 2 if &k #d
>T. (12) \ j=1
W/R 17)

M
@ ni—1+2nj/<;ji—j + —
=B BiE/No wherey) = W/R/aEy/No.
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For the general case where the capacity in each cell mayibé # i* andi = *, and zero otherwise. From (4)
different, the derivative of; with respect tg3;, is

Ky = 6("/05)2 ALEZ(CH Lz) (21)
{
3 . .
dci Z //;Jk ;3/—}2, if k=1 a8 where
L = k 18
Bk nk%m . . ‘ N — // (@, )
PN TR fulCold = || o @
C
The above derivatives will be used in the solution to the opti- The region of cell, Cy, is a function of the independent vari-
mization problems (31) and (34). ablesL,, L,, T, andT},, wherep € A;. Thus the partial deriva-
tive of x;; with respect tdl}, is given by

B. Sensitivity with Respect to Transmitted Pilot-Signal Power 1 0Fu(Cr, L)
K 0.)2 (O,
In a CDMA network, it is important to control the intercell 77" = e [F a—Tszi(Cz,L i)+ A, oL,

interference. Increasing the pilot-signal power of a base sta-
tion expands the coverage area of that cell, thereby increasing
the number of users in that cell and thus the intracell interfgf-; —  or/ € A,,, and zero otherwise. The intercell interference
ence. On the other hand, it will decrease the number of usersdetorss,; (Cy.(T), L;) for i = 1,..., M, are a function off}.

the adjacent cells, thus decreasing the intercell interferenceAlgo, the intercell interference factors; (C;(T'), L;) for I €
this base station. The opposite effect takes place in the adjac@ptand; = 1, ..., M, are a function of}.. Thus, the derivative

cells. The intercell interference into these cells increases agfd, with respect to the transmitted pilot-signal poviéris
the intracell interference decreases. Therefore, we wish to find

the optimal values of the transmitted pilot-signal powers that on M on Ok on Oky; 24
will maximize the capacity of the entire network. Léf”) and an. ; Ok T Z Z 8m Ty’ (24)
L§y> be the coordinates of base statioand7; the transmitted -
pilot-signal power of base statianFor brevity, we use the no-  For the general case, the derivative:piith respect toss, is
tationL; = (L), LY)). Let A; denote the set of base stations B

8ci_{ itk £iandl =i

(23)

=11

adjacent to base statienGiven a path-loss model, the region of B (25)
cell i, C;, is completely determined bg§’”>, L§y>, L§w), Lgy), Iriri 0, otherwise.
T;, andT; for j € A,;.

For example, consider two adjacent céllsnd . Letb;; be
the point on the straight line connectidg and L, where the de; a,m
received pilot power from base statibaquals the received pilot Z O T
power from base statioh Then, using the COST-231 model for b Chm

The derivative of:; with respect tdr,,, is

(26)

path loss [25] The above derivatives will be used in the solution to the opti-
ST—T) mization problems (32) and (34).
by = ————d; 19 o . . .

1T 1@ ™ (19) C. Sensitivity with Respect to Base Station Location

Another way we can control the intracell and the intercell in-

Changing the location of a base station changes the coverage re-
gion of that cell and the coverage regions of the adjacent cells.
perpendicular to the line connectidg to L; for j € A; (ig- Thus, we wish to find thg derivatiyes of the network. capacity'
noring edge effects). with respect to base-station location and use them in an opti-

To find the optimal values of the transmitted pilot- 5|gnal fnization algorithm. They capture the effect of changing the co-

powers that will maximize the capacity of the entire networl?rd'nates of one base statiéron the capacity of the entire net-

we calculate the derivatives of the network capacity withfork.

respect tdl}.s and use them in an optimization algorithm. The W‘i start by finding the partial derivative ef; with respect

capture the effect of increases in the transmitted pilot-sig

power of one base station on the capacity of the entire networlém
T

height and the average mobile antenna heighis the region
enclosed in the polygon whose sides pass thrdygland are

The derivative ofn with respect to the intercell mterference = )’ ; 04, Fy(C,y Li) + ! M
factor sy; is k 4 oL 5“) 5 8L§f)
w 27)
P — By Bl
on Pifrcen” (20) ifI = korl € A, and
li M

ﬁf + Zﬁjﬁ”* aﬁh ("/” ) i 78EZ(CI’ LZ) (28)
= ar® A L
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if ¢ = kandl ¢ A, and zero otherwise. The intercell interferrameters. The first optimization problem formed has the PCFs

ence factors; (Cy (L), L;) fori = 1,..., M, are afunction of as the independent variables
Lgf). The intercellinterference factotg (Ci(L), L;) forl € Ay "
and: = 1,..., M, are afunction oﬂgf’). Also, the intercell in- max an
terference factors;, (Cy, L) forl = 1,..., M andl ¢ A; are ng
a function ongf). Thus, the derivative of the network capacity subjectto 1 < g < pgmax
with respect to the-coordinate of base statidris Y
n; + an%/{ﬂ cig(ﬁz) <o,
on M on Ok M on Ory ) g=1 ‘
oL ; Brs 9L +;l§k s oL fori=1,..., M. (31)
M on O The valu.e of gmax, L =1,..., M, shoulq be'chqsen so that
+ Z D A @ (29) the required transmit power of the mob!les in cetlloes_not
=11z, Tk 0Ly, exceed the maximum power that a mobile can transmit. Thus,

values of5;">* are different and inversely proportional to the

We have a similar expression o) radius qf celk since thgtransmit power of the m(_)biles is directly
ko i ) proportional to the radius of the cells. The solution for the above
For the general case, the derivativecpfvith respecttaln’  gptimization problem gives the total network capacity and the

is optimizing values of the power compensation factors.
o We form another optimization problem where the indepen-
dc; _ Z dc;  Okp; ) (30) dent variables are the transmitted pilot-signal powers. The opti-
oL® = Oripg oL mization problem is
The above derivatives will be used in the solution to the opti- m M
mization problems (33) and (34). B — i
M 3 )
D. Complexity subjectto n; + anﬁmji(cj, L) - cig <0,
In this section, we evaluate the complexity—the number of o=t '
fori=1,..., M. (32)

multiplications and additions used in the calculations of the rel-
ative average intercell interference and the sensitivity analySis'Another possible optimization is for the case when the inde-

Assume that the coverage region of a cell is approximated By jent variables are the base-station locations. The optimiza-
a circle. LetR,,, be the average radius of a cell. Then fof, problem is

an M -cell network, the area of the network is proportional to

Mszg. To calculate the integrals in (4) and (5), the network is

M
divided into grid points. The relative interference from a mobile max Z i
RASEES i=1

located at the center of that grid point to every base station is y

calculated. The total relative interference is the sum of the inte- biect t B; C I @ <o

grals from each grid point. The complexity to calculate the total subjectto n; + 231 " Eﬁ“( i Li) = Cen <0,
relative average intercell interferenced$M?2R2, ). T

elative average intercell interferenced$ M= Rz, ) fori=1.....M. (33)

The complexity to calculate the minimum éf elements

is O(In M) [25]. Given the intercell interference factors, the pina)1y we maximize the network capacity by optimizing si-
complexity to calculate the capacity of the network from (&ytaneously the power compensation factors, the transmitted
is O(M? +1In M) = O(M?). The complexity to calculate the pijot-signal powers, and the base-station locations. The com-
sensitivity with respect to one PCF from (17) G{M). Let  pined optimization problem is

A,y be the average cardinality of the set of adjacent base sta-

tions.4;. Then the complexity to calculate the sensitivity with M

respect to one pilot-signal power from (24) G A, M?). wB L Zm

The complexity for the calculation of the sensitivity with re- o=

spect to one base-station location coordinate from (29) is also subjectto 1 <5< f

O(AavgM?). Mo g .
( g ) n; + an%ﬁji(Cj, Lz) - Cir%(ﬁz) <0,
=1
V. MAXIMIZATION OF CAPACITY fori=1,..., M. (34)

Having derived the sensitivity of network capacity with re- The optimization problems (31)—(34) are mixed integer pro-
spect to PCFs, pilot-signal powers, and base-station locatiogggamming (MIP) problems. The branch-and-bound method is
we modify the optimization problem (9) to include these paised to arrive at integer solutions fer, : = 1,..., M.
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By relaxing the integer variables,i = 1,..., M, to contin-
uous variables, the optimizations in (31)—(34) are solved using
sequential quadratic programming method [27]. In this methor é5%5 (51135 @17 (511)8 s.28

a quadratic programming subproblem is solved at each iter
tion. An estimate of the Hessian of the Lagrangian is update

at each iteration using the Broyden—Fletcher-Goldfarb—Shan ) ﬁ;ﬁ) : ({85) ({3;; ot ?39 {Egz)7
formula [28]. A line search is performed using a merit functior
[29]. The quadratic programming subproblem is solved usin .14 5 .1 .2
an active set strategy [30]. (18) s 17 (19) (8

In Section VI, we provide results for the optimization prob- ;
lems in (31)—(34) (with the continuous relaxation assumption +23 +13 v 4 + 20
which give an upper bound on the optimal value. What is pre (25;) (7 {8) (9 an @)
sented is the rounded-down version of the solution. We als ‘ i - ”

solve the MIP problems and provide the number of branche é5‘752 éﬂf ©2) e1) 25
required to arrive at the solution.
We note that unlike (9), (31)—(34) are not convex optimizatiol
problems, and so it may be possible for the approaches descrik 4 ?;Zi%i;iiﬁi}“
above not to converge to a global optimal solution. To ensuie
that this did not occur, we verified the results of the optimizatiofg. 2. capacity in a 27-cell CDMA network with uniform user distribution.
using simulated annealing (SA) [31], which has many attractive
features. In particular, SA can statistically guarantee findingsg@ Uniform User Distribution

global optimal solution [32]. On the other hand, it can be quite . o .
. . ) . . .. Forauniform user distribution and power compensation factor
time consuming to use SA to find an optimal solution, and it

S e . . . . equal to one in every cell, the equal capacity of this network cal-
is difficult to fine tune. We use an adaptive simulated anneali ; y . pactty

. o . lated from (8) is 18 users per cell, giving a network capacity
(ASA) algorithm, which is based on an associated proof that ¢ £486. This network capacity becomes 565 if the optimization

parameter. space can bg sampled. mgch more_ efficiently than@Wen in (9) is used. If the capacity of every cell is rounded down
other previous SA algorithmisOur initial capacity vector used y, o integer (rounded-down capacity), the capacity of the net-
in ASA is the solution returned by the optimization problemg, . is 548 The IP solution of (9) yields a network capacity of
(31)~(34). The generating probability density function, the agrg (yith 56 635 branches). The capacities of the individual cells
ceptance probability density function, and the cooling tempef- are given in parentheses in Fig. 2. It can be seen that for cells
ature schedule used were the default values provided by thegi{tne outer edges ofthe coverage area, the capacity hasincreased
gorithm itself. significantly. This is due to the fact that the intercell interference
forthese cellsis smaller than that for the cells in the interior of the
VI. NUMERICAL RESULTS coverage area. Also note that the increase in capacity of the cells

We assume the following for the analysis. The COST-28" the outer edges increases the intercell interference into their
propagation model with a carrier frequency of 1800 MHz, a\7';1_djacent cells, thereby reducing the capacity _of some of those
erage base-station height of 30 m, and average mobile heighf% s from 18 10 17. The overall network capacity, however, has

1.5 m is used to determine the coverage region. The path-lb% reased fr(_)m 48610 559 . . .

coefficient is four. The shadow-fading standard deviatiqn fter running the optimization for PCFs, pilot-signal powers,

is 6 dB. The roceséin alfi/Ris 21.1 dB. (This corres Ondsand base-station locations, i.e., the optimizations described in
' pre ngg o resp 31)—(34), the network remains unchanged. Thus, as expected,

to the processing gain in 1S-95.) The bit energy to interferenge

ratio threshold™ is 9.2 dB. The interference to background nois

Sor a uniform user distribution, a uniform network layout with

. ) . . : | PCFs, | pilot-signal , and | dist be-
ratio 1o /Ny is 10 dB. The voice activity factar is 0.375. The qua S, equal priot-signal powers, and equa’ distances be
whole area is divided into small grids of size 150 by 150 m

tween base stations is optimal. Intuitively, this is not the case for
In what follows, we will study an example with a uniform

a nonuniform user distribution.
and nonuniform user distribution in detail and show how the. Nonuniform User Distribution
optimization techniques described in this paper, i.e., (9) and ; N

L . ' We considered three hot- I r hownin Fig. 3.In
(31)—(34), maximize the capacity profile of such a network. The € considered three hot-spot clusters, as sho g.3.Ina

cell with a hot spot, the user distribution is no longer uniform. A

following results have been obtained for the 27-cell CDMA r‘eF'eIative user density assigned to each hot spot specifies how the

work shownin Fig. 2. The base stations are located at the Cemﬁéars in the cell are distributed. The first hot-spot cluster (seven

of a hexagonal grid whose radius is 1732 m. Base station 1t spots) is circular in shape. Its center is located-at500,
located at the origin. The base stations are numbered cons%gS) m, which coincides with base station 15 and has a radius
tively in a spiral pattern. The pilot-signal power of every basgt 3000 m. The second hot-spot cluster (five hot spots) is rect-
station is 1 W. angular in shape. The lower left corner is-a#600,—4200) m,

1IThe ASA code and ample documentation are publicly available and the upper right corner is at_(14091290) m. The third
http:/Avww.ingber.com/ hot-spot cluster (four hot spots) is square in shape. The lower



718 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 50, NO. 3, MAY 2001

(124) [138]  [116]  [124]  [130]

25 +16 .17 « 18 +2b
{24 ' () (22) (26)
SAgL e [1.19]
+ 27
(45}
40]
N
b d9
[1:00} [ [1.14]
73 *g s +20
on (17) 27)
1s] e P23y [1.18]
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Fig. 3. Capacity in the 27-cell CDMA network with three hot spots.

Fig. 4. Capacity in the 27-cell CDMA network, which is optimized using
left corner is at (1600,-1000) m, and the upper right corner j?°Wer compensation factors.
at (6100, 3500) m. All the hot spots have the same relative user
density per grid point, which is five times that of a grid poini

with no hot spot. (100] (00} (100] (100} [1.00]
The equal capacity of this network calculated from (8) is 1. »@his 1B « 17 +18 + 25

users per cell, giving a network capacity of 351. The networ ' 2 7) @21 {24)

capacity obtained from (9) is 540 (the rounded-down capaci OO es e (1.00)

is 528). The IP solution of (9) yields a network capacity of 53 + 27

(with 106 610 branches). The capacity in each cell is shown 5 v (26)

parentheses in Fig. 3. The capacity of cells 4, 15, and 19, whi e [1.00] 1400

are inside the hot-spot clusters, has decreased from 18 to 3, : e T*B

to 1, and 17 to 9, respectively. These cells lose the most capac i Wi

due to the increase in intracell and intercell interference becat S j1oop ooy [1.00]

of the nonuniform user distribution. The network capacity opti .'1:;? éé? éég

mization tries to increase the sum of the capacities of the ce ‘

To0] - [10op C [1.00)
« 11 «10 21
(22) (25) (22)

by adjusting the physical parameters of power compensati
factors, pilot-signal powers, and base-station locations. We nc
examine the advantages of adjusting these parameters in our
timization.

1) Optimization Using Power Compensation Factoi&om [}f Plat signal pouer
(31), the maximization of network capacity with respectto PCF {}: Cell Capacity

increases the network capacity to 560 (the rounded-down ca-
pacity is 546). The MIP solution of (31) yields a network caFig. 5. Capacity in the 27-cell CDMA network, which is optimized using
pacity equal to 555 (with 129 357 branches) and the cell capali|ot-signal powers.
ties given in Fig. 4. The values of the optimized PCFs are shown
in brackets and the cell capacities are shown in parenthese®) Optimization Using Pilot-Signal PowersThe maximiza-
After optimization, the capacity of cells 4, 15, and 19 increaséisn of network capacity with respect to pilot-signal powers [see
from 3to 12, 1to 9, and 9 to 14, respectively. Even though tl§82)] increases the network capacity to 552 (the rounded-down
capacity in a few cells has decreased, the smallest capacitcapacity is 539). The MIP solution of (32) yields a network ca-
any cell has increased from 1 to 9. Without the power compepacity equal to 546 (with 262 604 branches) and the cell capac-
sation optimization, the cells with high interference have veities given in Fig. 5. The values of the optimized pilot-signal
small capacity. powers in watts are shown in brackets, and the capacity is shown
The optimization increases the power compensation factamsparentheses. After running the optimization, the capacity of
of the cells with high interference. This results in a PCF of 1.62klls 4, 15, and 19 increases from 3to 11, 1t0 9, and 9 to 16, re-
for cell 4, 1.71 for cell 15, and 1.56 for cell 19. Increasing thepectively. The pilot-signal powers of base stations 4, 15, and 19
PCF of a cell increases its signal-to-noise ratio, thus increasiimgrease from 1 W to 1.45, 1.55, and 1.25 W, respectively. This
the cell's capacity. increase in pilot power and thus coverage region does increase
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Fig. 7. Capacity in the 27-cell CDMA network, which is optimized using

Fig. 6. Capacity in the 27-cell CDMA network, which is optimized using)ase_station locations, pilot-signal powers, and power compensation factors.
base-station locations.

590

the intracell interference further, but the intercell interference
now decreases more, giving a reduction in total interference.
These base stations are essentially taking on the users that have
been causing the high intercell interference and controlling their  s7o}
power levels, thus reducing the total interference and resulting _
in a higher capacity. The optimization has increased the smallest %
capacity in any cell to nine.

3) Optimization Using Base-Station Location§he maxi-
mization of network capacity with respect to base-station lo-
cations [see (33)] produces a network capacity equal to 555 ]

(the rounded-down capacity is equal to 541). The MIP solu- P e
tion of (33) yields a network capacity equal to 549 (with 90 194 520 | —+ Pilot-signal power optimization

—— Base station location optimization

580

560

(4]
h
o

twork cap:

Ne
(4,
L
o

branches) and the cell capacities given in Fig. 6. The optimiza- -~ Combined optimization
tion moves base stations 3, 13, 11, and 12 closer and places therr 510, 2 3 4 5 6 7 8 3 10
inside the hot-spot cluster. A similar relocation takes place for Relative user density in the hot spots

?Oarsr;]elysitr?;ligre]sthze’ f:c,) t?épa()r:?llizt;?a;f?éef]Igcf)lv(\;eprlr?acsg ;gﬂztt;ﬁé_ 8. Network capacity versus relative user density for the 27-cell network.
being serviced by more base stations, and the interference to
each cellin the hot-spot cluster is comparable. After running theFig. 8 summarizes the previous results and presents the values
optimization, the capacity of cells 4, 15, and 19 increases fraph the network capacity returned from the different optimiza-
3to 14, 1to 8, and 9 to 17, respectively. The network capactiipns as the relative user density is varied from one to ten. A
increases to 556, and the smallest capacity in any cell increasglative user density of one means no hot spot, i.e., a uniform
to eight. user distribution. (Recall that the example that was presented in
4) Combined OptimizationFinally, we solve (34), which detail in Figs. 3—7 is for a relative user density of five.) Fig. 8
maximizes network capacity by optimizing simultaneouslglemonstrates clearly the increase in network capacity as a result
the power compensation factors, pilot-signal powers, amd optimizing the power compensation factors, the pilot-signal
base-station locations. The network capacity increases to Fxévers, or the base-station locations. It also shows the signifi-
(the rounded-down capacity is 560). The MIP solution of (34)%ant gains in network capacity achieved from the combined op-
yields a network capacity equal to 565 (with 758 877 branchd#hization approach. In all our examples, the IP/MIP solution
and the cell capacities given in Fig. 7. The optimization inmproved the rounded-down solution only slightly (around 2%)
creases the smallest cell capacity in the network to 13. Thus, thé at a cost of considerable computational complexity.
optimization achieves the very important goal of increasing theFig. 9 presents the results of the optimizations for the equal
capacity of the individual cells that have very high interferenceapacity case. Thg-axis is the capacity in every cell. We see
This results in an increase in total network capacity, and equalhe same trend as in Fig. 8.
important, in an increase in the smallest cell capacity in the The examples above suggest the following observation. For
network. a uniform network layout with a nonuniform user distribution
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—+— Combined optimization (m.c.)
6l —E Combined optimization

—— Uniform network {m.c.)

—&— Uniform network

Capacity in every cell

12 H —©~ Uniform network
—=— PCF optitization
|| —+ Pilot-signal power optimization 2
—+— Base station location optimization
-5 Combined optimization

Smallest cell-capacity in the network

I I L I i U i i L 1 Il 1 L 1
1 2 3 4 5 B 7 8 9 10 1 2 3 4 5 53 7 8 9 10

Relative user density in the hot spots Relative user density in the hot spots

. o . ) Fig. 11. Smallest cell capacity in the network for the uniform network
Fig. 9. Capacity in every cell for the equal capacity case versus relative Uga combined optimization cases with and without the minimum capacity
density for the 27-cell network. constraint.

The network capacity is now the solution to the following
optimization problem:

~&— Uniform network

. —— PCF optimization M

I —t+ Pilot-signal power optimization .
—+— Base station location optimization InéLX [
-~ Combined optimization - i=1

S
T

M
Y subject to n; + Z NiKji — Coft <0,
j=1
Uz Z |_nminJa
fori=1,..., M. (35)

-
N
T

In this way, (35) is guaranteed to have a feasible solution and
every cell is guaranteed to have a minimum capacitygf;,, | .

The new combined optimization problem using the power com-

0 - - . s ; s - - pensation factors, pilot-signal powers, and base-station loca-

1 2 3 4 5 3 7 8 9 10 . b
Relative user density in the hot spots tions becomes

Smallest cell-capacity in the network

M
Fig. 10. Smallest cell capacity in the network versus relative user density for hax N
npLL =

the 27-cell network. =
subjectto 1 <3 < pgmes

and with a relative user density in the hot spots equal to four
and higher, the capacity of the cells inside the hot spot clusters
drops to one. This is because we are maximizing the total
network capacity, i.e., the total number of users in all the cells.
Thus, the capacity of a cell inside a hot-spot cluster with a fori=1,....M. (36)

lot of interference is decreased to minimize its effect. This Fig. 11 compares the smallest capacity in a cell in the net-

allows for a large increase in the capacities of its neighbotgek for the four cases of uniform network [uniform network
resulting in the maximization of the total network capacity. Thigypology with capacity calculated using (9)], combined opti-
effect is highlighted in Fig. 10, which depicts the smallest celhization [optimized network topology and capacity calculated
capacity in the network obtained from optimizations (9) angsing (34)], uniform network (mc) [uniform network topology
(31)-(34). Even though the optimizations are not specificalbhd capacity calculated using (35)], and combined optimiza-
attempting to increase the capacity of any individual cell§on (mc) [optimized network topology and capacity calculated
the results show a significant increase in the capacity of theing (36)]. Fig. 12 compares the total network capacity for
cells that have a very small capacity in the uniform netwonkese four cases. Fig. 11 shows that significant improvement
layout case. This motivates a new optimization problem, whegen be achieved by imposing the minimum capacity constraint
we wish to maximize the network capacity while providing & (35) and (36). In particular, using the combined optimization
minimum capacity (mc) per cell. In this approach, we firsapproach with the minimum capacity constraint, a minimum ca-
calculate the equal capacity, using (8). We denote this . pacity of 17 users per cell can be achieved. Moreover, as Fig. 12

M 3, ‘
i + Z”jj"m(@’ L) - efd(5) <0
g=1 '

ny 2 Lnx1linJ7
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the capacity achieved previously using (34). Thus, our results
show that maximizing the network capacity, with a minimum
capacity constraint, by varying the PCFs, base-station locations,
and pilot-signal powers, is the best way to increase capacity in
the cells individually and in the network as a whole.

VII. CONCLUSION

We show how to increase the reverse-link capacity in a
CDMA network by varying the transmission power of the
mobiles, the pilot-signal powers, and the base-station locations.
We calculate the derivative of the reverse-link network capacity
with respect to pilot-signal powers, base-station locations, and
power compensation factors. These derivatives are then used in
an optimization procedure to maximize the network capacity.
The results confirm that for a uniform user distribution, a
Uniform network layout with equal-sized cells is optimal.
For a nonuniform distribution, more cells need to be located
inside the hot-spot cluster. If pilot-signal power is the only
variable parameter, then an increase in pilot-signal powers of
congested cells increases network capacity. Even though the
intracell interference increases, a greater reduction in intercell
interference is achieved, which yields an increase in the overall
capacity. We also construct and solve constrained optimization
problems, which guarantee a minimum capacity for every indi-
vidual cell while maximizing the total network capacity. These
results indicate that including a hard constraint on the minimum
capacity of individual cells has little effect on network capacity
given the flexibility of optimizing the transmission power
of the mobiles, the pilot-signal powers, and the location of
the base stations. However, without such flexibility, the hard
constraint on cell capacity imposes a significant penalty on
network capacity. The network design technique introduced
accommodates postdeployment design changes in response to
changes in demand, particularly by changing the PCFs and the

[ }: Cell Capacity

Fig. 13. Capacity in the 27-cell CDMA network, which is optimized using
base-station locations, pilot-signal powers, and power compensation factors
with @ minimum capacity constraint.

(1]

shows, this is achieved at a small cost in total network capacity.
In fact, for relative user densities larger than four, the difference[z]
between the total network capacity from combined optimization [3]
and combined optimization (mc) is around three. We would like
to point out that, as Fig. 12 also shows, there is a larger dror}‘”
in total network capacity between the two cases of uniform net-
work and uniform network (mc). Adding the minimum capacity [°]
constraint in (35) without the optimization of PCFs, pilot signal
powers, and base-station locations causes a larger reduction in
the total network capacity. We should also point out that the[®]
amount of reduction depends on the number of hot spots in the
network. An increase in the number of hot spots and an increas¢]
in the relative user density in the hot spots causes a greater re-
duction in the total network capacity. 8
Finally, the capacity of the cells for the relative user density
of five is given in Fig. 13 in parentheses. The smallest capacity
in any cell is 17, as opposed to 13 in Fig. 7. The MIP solution
yields a network capacity of 564, which is only one less than

(9]

pilot-signal powers.
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