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Abstract

This is the fourth part of a series of papers that provide a comprehensive survey of techniques for tracking maneuvering
targets without addressing the so-called measurement-origin uncertainty. Part I [1] and Part II [2] deal with target motion
models. Part III [3] covers the measurement models and the associated techniques. This part surveys tracking techniques that
are based on decisions regarding target maneuver. Three classes of techniques are identified and described: equivalent noise,
input detection and estimation, and switching model. Maneuver detection methods are also included.
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1 Introduction

This is the fourth part of a series of papers that provide a comprehensive survey of the techniques for tracking maneuvering
targets without addressing the so-called measurement-origin uncertainty. Part I [1] and Part II [2] deal with general target mo-
tion models and ballistic target motion models, respectively. Part III [3] covers measurement models, including measurement
model-based techniques, used in target tracking.

In the history of development of maneuvering target tracking (MTT) techniques, single model based adaptive Kalman
filtering free of decision came into existence first. Decision-based techniques appeared next. This was followed by multiple-
model algorithms, which have become quite popular. More recently, nonlinear filtering techniques, such as sampling based
algorithms, have been gaining moment.

This part surveys decision-based techniques for MTT, that is, techniques in which a key component is explicit decisions on
target maneuver. In subsequent parts, multiple-model approach, exact and approximate nonlinear filters, and sampling based
algorithms will be surveyed; performance analysis and evaluation as well as applications will be addressed. A summary part
will also be provided.

There are numerous methods for adaptive estimation and filtering, decision making, and nonlinear filtering in the literature.
Only those that have been proposed for, applied to, or possess substantial potentials for MTT are included in this survey. On
the other hand, it is our intention to cast problems and techniques in a slightly wider context than most previous treatments so
as to make more clear the forest rather than just trees.

In target tracking, the actual measurement system is typically nonlinear, as described in Part III. In this part, however, we
mainly focus on linear measurement systems for simplicity. This simplification has the following justification. Not only have
the techniques that handle nonlinear measurements been covered in Part III, they are also to a large extent independent of the
MTT techniques surveyed here, which focus on the uncertainty in the target motion due to possible maneuvers.

As stated repeatedly in the previous parts, we appreciate receiving comments and missing material that should be included
in this part. While we may not be able to respond to each correspondence, information received will be considered seriously
for the refinement of this part for its final publication in a journal or book.

The rest of the paper is organized as follows. Sec. 2 briefly describes the methods considered in this part as a whole. Sec.
3 surveys maneuver detectors. Secs. 4, 5, and 6 cover three different classes of methods, referred to as equivalent noise, input
detection and estimation, and switching model, respectively. Concluding remarks are given in the final section.

�Research supported by ONR grant N00014-00-1-0677, NSF grant ECS-9734285, and NASA/LEQSF grant (2001-4)-01.



2 Decision-Based Approach to Maneuvering Target Tracking

In the decision-based approach, target tracking as a hybrid estimation problem involving both estimation and decision is
solved by combining estimation with explicit, hard decision. This approach is one of the most natural for MTT. It is covered
with varying degrees in several books on target tracking [4, 5, 6, 7, 8, 9, 10].

This approach to MTT distinguishes itself from other approaches in that the adaptation in estimating the target state is
directed by decisions regarding target maneuver, in particular, its onset and termination. This decision-directed adaptation
may take different forms. Most of these techniques amount to using two types of filters, one with a narrow bandwidth (e.g.,
low gain) for precision tracking in normal situations and the other with a wide bandwidth (e.g., high gain) for effective
tracking during target maneuvers. In this way, it aims at achieving good tracking performance in both situations rather than
a compromise. These filters may be based on the same or different models. When a single model is used in the linear case,
such adaptive techniques are traditionally considered as part of the so-called adaptive Kalman filtering. While more than one
model may be used, only one is in effect at one time.

Decision-based techniques for MTT developed so far fall into three classes, referred to as equivalent noise, input detection
and estimation, and switching model approaches and described in Secs. 4, 5, and 6, respectively.

We first survey techniques for maneuver detection developed so far in the next section.

3 Maneuver Detection

Although the ultimate goal of MTT is estimation of the target state, in the decision-based approaches, estimation is directed
by decision regarding maneuvers. This makes reliable and timely decision the key in these approaches.

The fundamental questions here are: “Is the target maneuvering?” In other words, whether the target is maneuvering is
crucial information here. Answering this question is a decision problem, which can be formulated as a hypothesis testing
problem

H0 : The target is not maneuvering; H1 : The target is maneuvering

Many solution techniques are available in statistics for such problems.
Both maneuver onset and termination represent a change in the target motion pattern. This change exhibits itself more

or less in our observations of the target. Detection of maneuver onset and termination thus amounts to detecting a change in
the observations — a random process. This is known as change-point detection in statistics 1. It has a very large body of
literature that includes abundant results (see, e.g., [11, 12, 13, 14, 15, 16, 17, 18, 19] and references therein). Unfortunately,
this treasure has been largely overlooked by the tracking community partly because most of it is not easily accessible by
engineering-oriented researchers. However, it could certainly facilitate development and design of better maneuver detectors.

Two other fundamental questions are: “When did the target start maneuvering?” and “When did it stop maneuvering?” In
other words, it is important to infer the onset time and termination time of a maneuver. The determination of maneuver onset
and termination times can be cast either as an estimation or decision problem. Estimation and decision are twins. They both
aim at inferring an unknown quantity using available information. Their basic difference is that decision is the selection from
a discrete (often finite) set of candidates, while all possible outcomes of estimation form a continuum. In the continuous-time
case, it would be more natural to formulate the determination of onset and termination times as an estimation problem, but a
decision framework appears to be more appropriate for the discrete-time case.

In maneuver detection, the focus is detection of maneuver onset, rather than maneuver termination. The two main reasons
for this are level of difficulty and the consequence of an incorrect decision. In general, it is more difficult to detect maneuver
termination than maneuver onset because nonmaneuver is a well-defined motion pattern — straight and level motion at a
constant velocity — while maneuver essentially includes all other motion patterns. For instance, a maneuver model has a
larger covariance of measurement residuals than a nonmaneuver model due to the fact that the latter has a larger state vector
and assumes more motion uncertainty than the former. Fortunately, timely detection of maneuver termination is usually not
as important as that of maneuver onset because tracking a maneuvering target assuming it is not maneuvering may have a
serious consequence (e.g., track loss), while tracking a nonmaneuvering target assuming it is maneuvering usually only suffer
minor performance degradation.

1Some people prefer “change detection.”



3.1 Chi-Square Test Based

Most maneuver detectors used in MTT are (true, quasi, or pseudo) chi-square significance test based. They employ a statistic
that is truly or approximately chi-square distributed under H 0 for maneuver onset detection or under H1 for maneuver termi-
nation detection. Assume � is (approximately) chi-square distributed with n degrees of freedom (denoted as � � � 2

n) under
H0. Then a chi-square test based maneuver detector will declare detection of a maneuver if

� > � = �2n(�) (1)

where 1 � � is the level of confidence, which should be set quite high (e.g., 95% or 99%). Note that � � � does not imply
absence of a maneuver.

It is well known that k y� �y k2��1= (y� �y)0��1(y� �y) is �2n distributed for any n-dimensional Gaussian random vector
y � N (�y;�). In this sense, chi-square test provides a check of the goodness of fit to judge if y indeed has the assumed
distribution (or if this statistical distance between y and �y matches the distribution). Chi-square test is perhaps the most
popular statistical test because of its simplicity, even though it is not necessarily optimal in any sense. Rigorously speaking,
the validity of a chi-square test relies on the assumption that individual terms are Gaussian and independent, which is not
necessarily valid in practice. Nevertheless, chi-square tests are commonly used in these situations.

In maneuver detection, two popular choices for y are measurement residual ~z and input estimate û.
Residual based. In this case, normalized residual squared �k = ~z0kS

�1
k ~zk is used, where ~zk = zk � ẑkjk�1 is the

measurement residual and Sk = cov(~zk). Its moving sum �sk over a sliding window [k � s + 1; k] of length s as well as
fading-memory sum ��k are

�sk =

kX
j=k�s+1

�j ; ��k =

kX
j=1

�k�j�j = ���k�1 + �k; 0 < � < 1; s� =
1

1� �
(2)

where s� is the effective window length of the fading-memory sum. Under the linear-Gaussian assumption and H 0, residual
sequence h~zki is zero-mean, Gaussian, and white. Then �k and �sk are chi-square distributed with nz and snz degrees of
freedom, respectively (i.e., �k � �2nz , �sk � �2snz ), where nz = dim(z). As a weighted sum of i.i.d. Gaussian variables,
��k is not chi-square distributed, but by moment matching it can be approximately treated as a scaled version of a chi-square
variable, that is

��k �
1

1 + �
�2n� with n� = nz

1 + �

1� �
(3)

Consequently, (1) can be used to detect maneuver onset, where � = � k, �sk, or ��k. Note that a �2n variable has mean n and
variance 2n, and thus �sk=s or ��k=s� (i.e., each term in the sum) becomes less random as the window length s (or s �) becomes
larger, which however often implies a longer detection delay. The detection threshold � can be obtained from their respective
distributions.

As already mentioned, chi-square tests based on residuals have been a fairly standard tool for maneuver detection. Its
applications are too numerous to list. A sample can be found in [20, 4, 21, 5, 6, 9, 22, 7, 10] and references therein.

Input estimate (IE) based. If the target is not maneuvering, its control input (e.g., acceleration or its increment) u is
zero, and thus any estimate of the input that is linear in the measurement residuals 2 under the linear-Gaussian assumption
is zero-mean and Gaussian. As a result, � = û0��1û is �2nu distributed under H0, where � = cov(û) and nu = dim(u).
Consequently, (1) can be used to detect maneuver onset. Mainly because of their simplicity, the IE-based chi-square tests
are present in many IE-based algorithms [23, 24, 25, 26, 27, 28]. The test can also be used to detect maneuver termination
[20, 10]. It can be used based on a moving sum or fading-memory sum as well, where � k = û0k�

�1
k ûk. However, the terms that

form the sum are usually not independent and thus the sum is usually not really chi-square distributed. A rigorous analytical
determination of the corresponding detection probabilityPD is virtually impossible since it depends on the generally unknown
input. Evaluation of PD could be done by simulation.

3.2 Generalized Likelihood Ratio Test Based

Let u be the input that is responsible for maneuver and let n be the maneuver onset time so that u � = 0 for � < n and u� 6= 0
for � � n over the time window [k � s; k). Consider the following maneuver hypotheses in terms of input value

H0 : u� = 0 for all � 2 [k � s; k) (4)

H1 (u; n) : un = un+1 = � � � = uk�1 = u 6= 0 for some n 2 [k � s; k) (5)

2This is true for almost all input estimates developed.



where the input level u and the maneuver onset time n are unknown.
The likelihood ratio of H1 vs. H0 with given u and n is

� (u; n) =
f
�
zks jH1 (u; n)

�
f (zks jH0)

(6)

where zks stands for set of measurements fzk�s; : : : ; zkg. Many optimal solutions of the above hypothesis testing problem are
based on this likelihood ratio, which is however unknown due to its dependence on u and n. In such a case, a general principle
widely used is to replace the unknown likelihood functions by their maxima over the unknown parameters (u; n); that is, re-
place f

�
zks jH1 (u; n)

�
with f

�
zks jH1 (û; n̂)

�
= max(u;n) f

�
zks jH1 (u; n)

�
, where (û; n̂) = argmax(u;n) f

�
zks jH1 (u; n)

�
is the maximum likelihood estimate of (u; n). In essence, this principle replaces an unknown likelihood ratio with its most
probable likelihood ratio, which does make sense. The resulting likelihood ratio is known as the generalized likelihood ratio.
Then the generalized likelihood ratio (GLR) test compares this ratio or its equivalent with a threshold.

In the context of maneuver detection, the joint maximum likelihood estimate (û; n̂) is found in two steps as follows.
Denote by J(u; n) = log� (u; n) the log-likelihood ratio. First, find û(n) = argmaxu J (u; n) as the input estimate given
onset time n and then

(û; n̂) = arg max
[û(n);n]

J [û(n); n] (7)

The main reason for this two-step approach is the ease at finding û(n). Then the GLR maneuver detector declares detection
of a maneuver if the generalized log-likelihood ratio

J(û; n̂) = log
f
�
zks jH1(û; n̂)

�
f (zks jH0)

(8)

exceeds a properly chosen threshold. In this case, the GLR estimates of the input and onset time û and n̂ obtained by (7) are
validated (see Sec. 5.1).

As shown in Sec. 5.1, under the linear-Gaussian assumption, û(n) = �(n)e(n) is easily obtainable (in fact, it is the
least-squares estimate of u given n), where �(n) = MSE[û(n)] is the mean-square error matrix of û(n) and e(n) is given
later by (43); further, it can be easily verified that

J [û(n); n] = �1

2

X
�

(~z��)
0S�1� ~z�� +

1

2
�J [û(n); n] (9)

where ~z�� is the residual at time � under H0 and S� = cov(~z��). The increment �J due to the unknown input is given by

�J [û(n); n] = û(n)0[�(n)]�1û(n) = e(n)0�(n)e(n) (10)

Note, however, that û 6= �(n̂)e(n̂). As such, the above GLR test does not lead to the following maneuver detector

û0[�(n̂)]�1û > � (11)

or (not equivalently)
e(n̂)0�(n̂)e(n̂) > � (12)

These two detectors are nevertheless used in some algorithms. Note that (11) is in general not a chi-square test since û
given by (7) is not necessarily linear in the residuals. Also, implementation of the double maximization (7) over an window
[k � s; k) requires input estimators running for each � 2 [k � s; k).

Development and applications. The above GLR detector was proposed in [29] for fault detection and used in many MTT
algorithms. More details were given in [29, 19]. Prior to [29], a GLR-based maneuver detector was proposed in [30] in a
less general setting. The maneuver detection is based on the GLR test for detecting a maneuver-induced bias in the constant-
velocity (CV) filter’s residual sequence h~z�ki. This bias is modeled as bk(n) = hk(n)Tu, where hk(n) = (k � n)

2
T , k is the

current time, n is the maneuver onset time, T is the sampling period, and u is an unknown constant related to the maneuver
input magnitude. It was presented therein that ûk(n) = �k(n)ek(n) with

[�k(n)]
�1 =

kX
�=n+1

(h�(n))
2 ; ek(n) =

kX
�=n+1

h�(n)~z
�
�



The proposed GLR bias (maneuver) detector over the window [k � s; k) is

max
k�s�n<k

ek(n)
0�k(n)ek(n) > � (13)

and the estimate of the maneuver onset is n̂ = argmaxk�s�n<k ek(n)
0�k(n)ek(n). To reduce the computational burden of

the algorithm, an approximate detector has also been developed therein. Application of the GLR-based maneuver detection
in a 1D tracking filter, discussed in Sec. 5.3.5, can also be found in [31].

As discussed in [19, 32], while providing an appealing analytical framework for change detection, the GLR method has
its major drawbacks in the heuristic choosing of decision threshold and heavy computational burden.

3.3 Other Detectors

Marginalized likelihood ratio test. The marginalized likelihood ratio (MLR) method, proposed recently in [33], appears to
be more efficient than the GLR test assuming more prior information. Its basic idea is to obtain the marginal ML estimate
n̂ that has the maximum likelihood for an average u, rather than using the joint MLE (û; n̂), as given by (7). In essence,
MLR test checks the ratio of average likelihoods, as opposed to the ratio of most probable likelihoods in the GLR test. The
hypotheis testing problem for H0 vs. H1 is formulated with respect to the marginalized log-likelihood ratio (MLR)

J (n) = log
f
�
zks jH1 (n)

�
p (zks jH0)

= log
E
�
f
�
zks jH1 (u; n)

��
p (zks jH0)

(14)

where

f
�
zks jH1 (n)

�
= E

�
f
�
zks jH1 (u; n)

��
=

Z
f
�
zks jH1 (u; n)

�
f (u) du (15)

The test is
J (n̂) > 0 (16)

where J (n̂) = maxn J(n) is the maximum MLR.
In this formulation the input u is considered as a random variable, in contrast to the GLR method where it is assumed

a deterministic constant. The prior of u can be chosen, for example, as diffuse uniform (noninformative). The input level
is eliminated by averaging over all possible levels. Clearly the crucial problem of threshold determination of the GLR test
is circumvented in the MLR formulation. Under some condition and with a special choice of the GLR threshold, both tests
coincide. Fairly efficient algorithms for estimating n were also presented in [33]. The MLR test is also more robust than the
GLR test to unknown noise levels.

Gaussian significance test based. In this detector, a maneuver is declared if a component û i of input estimate (assumed
to be Gaussian distributed) is statistically significant, that is, ûi=�

1=2
i > �, where �i = var(ûi) and the threshold � is

determined from the standard Gaussian distribution. It is used in, e.g., [34, 21, 4, 7, 28].
CUSUM based. The popular cumulative sum (CUSUM) algorithm [35, 36, 17, 19] can be applied to maneuver detection

with an input estimate û as follows: Declare a maneuver if Sk �mink�s���k S� � �, where

Sk =

kX
�=k�s

log (f (~z�jH1(û; n)) =f (~z�jH0))

is the cumulative sum of log-likelihood ratios. The rationale behind is the observation that S k generally goes down with time
in the absence of maneuver, but goes up during maneuver, and thus the maneuver onset time corresponds roughly to the time
Sk reached its minimum. In the linear Gaussian case, Sk is simply a sum of normalized residual squared �k = ~z0kS

�1
k ~zk. A

maneuver detector for 2D tracking was developed in [37]. It uses the normalized residual S �1=2
k ~zk with its scalar measure

�k =
1p
nz
1
0
nzS

�1
k ~zk with 1nz = (1; 1; : : : ; 1)

0

which has the standard Gaussian distribution if the residual sequence ~zk is Gaussian and white. �k and other possible
distance measures were discussed in [19] and relevant references therein. This detector is decoupled from input estimation
and computationally more efficient than the standard detector. The use of fading-memory sum, known as geometric moving
avarage in statistics, is well established in tracking, but it is only one of a wide variety of choices available for change-point
detection. A successful use of a CUSUM maneuver detector was reported recently in [19].



SPRT based. The celebrated sequential probability ratio test (SPRT) [38, 39, 17] can be applied to maneuver detection
with an input estimate û as follows: Declare maneuver if J(û; n) � B; declare no maneuver if J(û; n) � A; otherwise
no decision and continue to test using more measurements (i.e., k := k + 1). Here A and B are two thresholds, which can
approximately set to B = �= (1� �) and A = (1� �) =� for given � = Pffalse detectiong and � = Pfmiss detectiong,
and J(û; n) = log

�
f
�
~zks jH1(û; n)

�
=f
�
~zks jH0

��
are log-likelihood ratio, which can be computed recursively by using the

residuals of the Kalman filters (KFs) matched toH1(û; n) for maneuver onset time n = k�s; k� s+1; : : : ; k�1. Detection
of changes in process noise covariance Q by SPRT was given in [40]. More recent results for change-point detection along
the line of SPRT and quickest detection can be found in [41, 11, 42, 43, 44]. Some of them have been applied to fault
detection, but not to maneuver detection to our knowledge, except that a quickest maneuver detector was given in [45] (with
a subsequent correction).

4 Equivalent-Noise Approach

Almost all types of target motion can be described by the following state-space model

xk+1 = fk(xk; uk; wk) (17)

where x is the state, u is the control input, and w is the process noise.
In the equivalent-noise approach, the basic assumption is that the maneuver effect can be modeled by (part of) a white or

colored noise process sufficiently well. In other words, it is assumed that the above equation that describes target motions
can be simplified to

xk+1 = f(xk; w
�
k)

with an adequate accuracy, where w� is equivalent noise that quantifies the error of this model in describing the target
motions, in particular, maneuvers. Of course, the statistics (e.g., the mean and covariance) of this noise w �, nonstationary in
general, are not known. Valid or not, this fundamental assumption converts the problem of MTT to that of state estimation in
the presence of nonstationary process noise with unknown statistics. Here lies the basic idea of the approach.

Numerous techniques have been developed for such state estimation problems in stochastic systems research over the past
several decades, in particular, from late 1960’s to early 1980’s. Almost all of them are limited to linear systems (so is our
description below), that is, assume that the system dynamics can be described by

xk+1 = Fkxk + �kw
�
k (18)

with noise w� of unknown statistics (e.g., mean �w and covariance Q). Traditionally, its state estimation using a linear system
of observations in white noise is considered as an essential part of what is known as adaptive Kalman filtering.

In MTT, the equivalent noise w� has been assumed to be either white or colored. The best-known example of the former is
the popular (nearly) constant-acceleration (CA) models, while the best-known representative of the latter is the Singer model.
All models in the entire Sec. 4 of Part I [1] belong to this class. In particular, they are based on theories of white noise,
Markov processes, and semi-Markov processes. These models have been surveyed and, in our opinion, adequately described
in Part I [1], which will not be repeated here.

In order for this equivalent-noise approach to be effective for MTT, a basic requirement is that it must be able to respond
quickly enough to maneuver onset and termination. In other words, this approach has a modeling side, as described in Sec. 4
of Part I, and an adaptation side, which is almost always guided by decisions concerning maneuvers. In the remaining of this
section, we will focus on the adaptation side. More specifically, we will connect this MTT approach with adaptive Kalman
filtering techniques, point out their major differences, and briefly describe adaptation schemes developed particularly for this
approach to MTT. That is why this equivalent-noise approach is covered in this part dedicated to decision-based approaches.

There exists a large body of literature on adaptive Kalman filtering. A well-known early publication is [46]. While many
of the techniques in this area have been developed for linear state estimation with unknown input, which is the topic of the
next section, more of the proposed techniques are directed towards the case with unknown noise statistics. The equivalent
noise w� is assumed white in almost all these adaptive Kalman filtering techniques. For white noise, mean and covariance
are clearly the two most important components of its statistics, and are in fact the only components considered in most cases,
which is often justified by the Gaussian assumption on the noise, supported by central limit theorems.

There are generally two classes of adaptive Kalman filtering techniques for linear state estimation in white noise with
unknown statistics. The first class, referred to as noise identification, explicitly identifies the noise statistics in real time and
state estimation is done using the identified noise statistics; the other class, referred to as adaptive gain below, accounts for



the effect of the uncertainty in the noise statistics on state estimation indirectly in the filter gain without explicit identification
of the noise statistics.

Relatively fewer techniques have been developed for gain adaptation (see, e.g., [47, 48]). [49] proposed adaptation of the
filter gain based on the deviation of the measurement residuals from orthogonality. More recent publications include [50],
which also proposed a gain adaptive KF for linear model with an unknown Q (and measurement noise covariance R). On
the other hand, abundant results are available for noise identification and particularly identification of covariances, which
were surveyed in [48, 51, 52], with many references. Four groups of methods were identified [48]: (a) Bayesian approach,
where Bayes’ rule is used to update the prior distribution of noise statistics by measurements (see, e.g., [53]); (b) maximum
likelihood estimation, where noise statistics are estimated by maximizing a (log)likelihood function of them (see, e.g., [54]);
(c) correlation methods, where noise statistics are related to and then determined by the (sample) autocorrelation of the
measurement (residual) sequence (see, e.g., [47, 55]); and (d) covariance matching, where noise statistics are estimated by
matching between theoretical and sample covariances (see, e.g., [56]). A more detailed description of these methods was
included in [48], while the brief review included in [57, 58] emphasizes on the more recent results.

Some of these adaptive techniques have been introduced or implemented in the context of MTT [59]. We mention here
several examples: [60] implemented the algorithm of [47] for online identification ofQ in an EKF for tracking a maneuvering
reentry vehicle; similarly, also for maneuvering reentry, [61] used the procedure of [56] for noise adaptation; [62, 63] used
a least squares update of the process noise based on a fading-memory sum of the residuals; similar ideas of limited and
weighted limited memory covariance adaptation were implemented in [64] and [65], where the latter developed and applied
an EKF with adaptive noise estimation for a short range, air-to-air, maneuvering target interception scenario; [66] proposed
a simple adaptive algorithm for unknown (slowly varying or piecewise constant) Q; and [67] provided an accurate procedure
for adaptive computation of Q in an EKF for ballistic target tracking.

As stated before, a fast response to maneuvers is essential for the equivalent-noise approach to work well. This is much
more difficult to achieve than in the case where noise statistics vary not so quickly. As elaborated in [58], however, most
adaptive Kalman filtering techniques are not particularly suitable to handle fast-varying unknown noise statistics. In fact,
most of them are valid only for stationary noise or noise with slowly varying statistics. There are only a few exceptions,
including those presented in [68, 69, 70, 58], which are based on the use of multiple models — the topic of a forthcoming
part of this survey. In our opinion, it is this distinctive requirement of MTT that has prevented effective application of many
adaptive Kalman filtering techniques in MTT. As a matter of fact, common practice with this equivalent-noise approach to
MTT is to tune Q offline in advance. For example, a heuristic relationship Q k = FkQk�1F

0
k was used for the adaptation of

Q in a practical implementation of a ballistic tracking filter [71].
A popular technique here is noise-level adjustment [56, 46, 9], [10]. It is assumed here that the effect of a maneuver on

state estimation can be accounted for by increasing the process noise level (covariance Q): (a) scale up Q by a fudge factor
�: Qk�1 := �kQk�1, or (b) switch to a pre-specified higher noise covariance: Qk�1 = Q2 > Q1 to yield a larger covariance
for the measurement residual:

Sk = Hk(Fk�1Pk�1jk�1F
0
k�1 +Qk�1)H

0
k +Rk

where Q1 is the covariance of the process noise without maneuver. The upward and downward adjustments are initiated by
a detection of maneuver onset and termination, respectively. Usually the simple chi-square test based on a fading-memory
sum or sliding window of normalized measurement residual squares, as described in Sec. 3.1, is used, although many other
maneuver detection techniques described in Sec. 3 can also be used. Note that for this simple test, downward detection is
more difficult than upward detection. A similar ad hoc implementation of noise-level adjustment for MTT can be found in
[34].

Another major difference between conventional adaptive Kalman filtering and the requirements for MTT is the following.
While adaptive Kalman filtering normally deals with white noise models, colored noise models (as well as white noise models)
are widely used in MTT, as described in Part I. This difference has not been emphasized probably because Markovian colored
noise models can always be converted to white noise models by, e.g., state augmentation.

5 Input Detection and Estimation

Let the dynamics of a maneuvering target be given by (17). The basic idea of this approach is to explicitly estimate the
unknown control input uk and then estimate the state using the estimated input ûk, although it may be more accurate (but
less tractable) to estimate the state and input jointly. Compared with the equivalent-noise approach, which does not rely on
explicit estimation of the unknown input, this approach is more direct and appears more appealing in general when the input
is indeed estimable. We shall refer to this approach as input detection and estimation (IDE), although the simpler term input



estimation may be more preferable, which unfortunately is usually associated with a particular method in this approach due
to historical reasons.

Since almost all techniques in this approach only deal with linear dynamics, we will consider only the following linear
system

xk+1 = Fkxk + uk + �kwk (19)

zk = Hkxk + vk (20)

where uk = Gkuk is the input level and Fk = FCV usually (see Part I). In general, it is assumed that uk 6= 0 when the target
is maneuvering at time k and uk = 0 when the target is not maneuvering. Only a linear measurement system is considered
here, as justified in Sec. 1.

With this linear system, the MTT problem becomes that of state estimation with unknown input. As for the case with
unknown noise statistics, this problem also belongs to adaptive Kalman filtering. Unlike the unknown noise statistics case,
where few adaptive Kalman filtering techniques are directly applicable to MTT, many adaptive Kalman filtering techniques
for unknown input are applicable to MTT directly.

Clearly, the key to this IDE approach is the estimation of the input process hu ki. There are three main uncertainties
associated with huki: (a) unknown input level Gkuk that may or may not vary during maneuver, (b) unknown maneuver onset
time n, and (c) unknown maneuver termination time m. In other words,

huki = f: : : ; 0; : : : ; 0; un; un+1; : : : ; um�1; 0; : : : ; 0; : : :g
In general, this IDE approach has the following three essential ingredients: (a) estimation of input; (b) state estimation

using the estimated input; and (c) detection of maneuver onset and termination. The maneuver detection component is needed
because otherwise the estimated input may be statistically insignificant, leading to inferior performance of the state estimation.

5.1 Estimation of Input

The description below follows [72].
Let fx̂k; Pkg be the unified notation for both prediction fx̂kjk�1; Pkjk�1g and update fx̂kjk ; Pkjkg. Similarly, let ~zk =

zk�Hkx̂k � �vk and Sk = cov(~zk) be the corresponding measurement residuals and covariances, respectively. Consider now
two KFs F� = fx̂�k; P �

k g and F# = fx̂#k ; P#
k g. F� assumes that input terms are all zero, while the hypothetical KF F# uses

perfect knowledge of the nonrandom input. Note that F � and F# have the same covariances (e.g., P �
k = P#

k and S�
k = S#k )

and filter gain (i.e., K�
k = K#

k ) since the input terms are assumed nonrandom. It is straightforward to show by elementary
manipulations that [72]

x̂#k = x̂�k +�x̂k (21)

where

�x̂kjk�1 = x̂#kjk�1 � x̂�kjk�1 =
~Gkuk (22)

�x̂kjk = x̂#kjk � x̂�kjk = Uk ~Gkuk (23)

u = [u0n; u
0
n+1; : : : ; u

0
m�1]

0; uk = Tku

~Gk =

8<:
0 k � n
Gk k = n+ 1; n+ 2; : : : ;m
Lk;mGm k > m

Gk = [Lk;n+1; Lk;n+2; : : : ; Lk;k]; n < k � m

Lj;j = I; Lk;i = Lk�1Lk�2 � � �Li; k > i; Lk;i = 0; k < i

Lj = FjUj ; Uj = I �K�
jHj

Tk is a matrix such that uk = Tku is an empty vector (i.e., Tk = [ ] is an empty matrix without an element) if k � n,
uk = u (i.e., Tk = I) if k � m, otherwise uk = [u0n; u

0
n+1; : : : ; u

0
k�1]

0 (i.e., Tk = [diag(I; : : : ; I); 0] is a matrix with

(k � n)� (m � n) blocks). Note that Gkuk =
Pk�1

i=n Lk;i+1ui, k = n+ 1; n+ 2; : : : ;m. Note that matrix ~Gk relates the
input uk to its contribution �x̂kjk�1 to state prediction. Such a linear relation exists because the system is linear.

It thus follows that
~z�k = �~zk + ~z#k (24)



where �~zk = Hk�x̂k . Since ~z�k is easily obtainable while ~z#k is actually not obtainable, (24) is in the form of yk =

hk(uk)+vk (with yk = ~z�k and vk = ~z#k ) and thus can be viewed as an observation model of uk. Note that (a) measurements
yk = ~z�k are linear in the input uk; (b) under the linear-Gaussian assumption of the KF, the measurement noise v k = ~z#kjk�1
is zero mean and white with covariance S �

kjk�1. This equation is the basis of several IDE methods, described below.
Assume that observations over the time window [k � s; k] are given. Under the linear-Gaussian assumption of the KF, it

follows from (24) that the log-likelihood function of (u k; n;m) is given by

log f(~z�kjuk; n;m) = �1

2

kX
�=k�s

(~z�� �H�
~G�uk)

0(S��)
�1(~z�� �H�

~G�uk)

= �1

2
(~z�k �Hkuk)

0
S
�1
k (~z�k �Hkuk) (25)

where ~z�k = [(~z�k�s)
0; (~z�k�s+1)

0; : : : ; (~z�k)
0]0, Sk = diag[S�

k�s; S
�
k�s+1; : : : ; S

�
k ], and

Hk = [(Hk�s
~Gk�s)

0; (Hk�s+1
~Gk�s+1)

0; : : : ; (Hk
~Gk)

0]0

To be precise the prediction version (e.g., ~z�k = ~z
�
kjk�1) should be used.

Consequently, the input levels and maneuver onset and termination times can be estimated by the maximum likelihood
method as

(ûk; n̂; m̂)ML = arg max
u;n;m

log f(~z�juk; n;m) (26)

In view of (24), it is also reasonable to estimate (uk; n;m) by the following weighted least-squares method directly without
the linear-Gaussian assumption:

(ûk ; n̂; m̂)LS = arg min
uk;n;m

Jk(uk; n;m) (27)

where
Jk(uk; n;m) = (~z�k �Hkuk)

0
S
�1
k (~z�k �Hkuk) (28)

Under the linear-Gaussian assumption, Jk(uk; n;m) = �2 log f(~z�kjuk; n;m) and thus (ûk ; n̂; m̂)LS = (ûk; n̂; m̂)ML.
The solution of the above ML or LS problem for uk given (n;m) is

ûk(n;m) = �k(n;m)ek(n;m) (29)

where

�k(n;m) = MSE[ûk(n;m)] = (H0
kS

�1
k Hk)

�1 (30)

ek(n;m) = H
0
kS

�1
k ~z

�
k (31)

Note that given (n;m), a linear unbiased estimator of uk using data ~z�k = Hkuk + ~z
#
k with known E[~z#k ] and cov(~z#k )

exists if and only if Hk has full column rank (i.e., det(H0
kHk) 6= 0) [73]. This formulation reveals the condition under

which a linear unbiased estimator of uk exists. See [72] for more details. Under the linear-Gaussian assumption, û k(n;m)
using the prediction version (e.g., ~z �k = ~z�kjk�1) is unbiased and Gaussian distributed with covariance �k(n;m): ûk(n;m) �
N [u;�k(n;m)]. This provides a justification of the simple chi-square test for maneuver detection, described in Sec. 3.1.

In the literature, the maneuver termination time is never included in the problem formulation. The only exception known
to the authors is [72], from which the above formulation follows. While this has little impact on the peak error following
immediately a maneuver onset, it is significant in reducing the peak error due to maneuver termination.

5.2 State Estimation

(21) suggests that given an estimate ûk of the input uk, the state can be estimated simply by

x̂k = x̂�k +�x̂k j(uk;n;m)=(ûk;n̂;m̂)

that is,

x̂kjk�1 = x̂�kjk�1 + Ĝkûk (32)

x̂kjk = x̂�kjk + UkĜkûk (33)



where Ĝk = ~Gkj(n;m)=(n̂;m̂).

It follows from (21) and the above equation that x̂#
kjk�1 � x̂kjk�1 = ~Gkuk � Ĝkûk � Ĝk(uk � ûk), and thus

xk � x̂kjk�1 � xk � x̂#kjk�1 + Ĝk(uk � ûk)

Since P#
kjk�1 = MSE(x̂#kjk�1) = E[(xk � x̂#kjk�1)(xk � x̂#kjk�1)

0] = P �
kjk�1, we have

Pkjk�1 = MSE(x̂kjk�1) � P �
kjk�1 + Ĝk�kĜ

0
k + C~x#~uĜ

0
k + ĜkC

0
~x#~u (34)

where C~x#~u = E[(xk � x̂#kjk�1)(uk � ûk)
0]. Note that the maneuver onset and termination times affect x̂k and Pk only

through ûk and �k = MSE(ûk). It was argued in [23] that C~x#~uĜ
0
k = 0 because ûk is a linear combination of uncorrelated

measurement residuals. In fact, ûk is indeed a linear combination of measurement residuals ~z �k , but they are not uncorrelated
even under the linear-Gaussian assumption; furthermore, even if they are, we could not conclude C ~x#~uĜ

0
k = 0 in general.

General formulas of C~x#~uĜ
0
k are given in [72]. Clearly, ignoring C ~x#~u

~G
0
k leads to

Pkjk�1 � P �
kjk�1 + Ĝk�kĜ

0
k (35)

Consequently, it is thus seen that the state estimation can simply be done approximately by a correction in the estimate
and error covariance. This is often referred to as state estimate correction. It should be noted that the correction equations
(32) and (35) are approximate since they do not account for the error arising from estimation of (n;m).

5.3 Various Algorithms

While a general formulation and solution of the problem of estimating the input level and the effective interval is given in
Sec. 5.1, most IDE algorithms developed are under some simplifying assumptions. More specifically, they are based on one
or more of the following assumptions.

(A) Constant-input assumption: The unknown input level is constant during a maneuver (i.e., over [n;m � 1]), that is,
un = un+1 = � � � = um�1 = u.

(B) Maneuver-duration assumption: A maneuver may terminate only after it is detected at time k; that is, maneuver
duration is always larger than maneuver detection delay.

(C) Constant-delay assumption: A maneuver starting at time n may only be detected at time n + s; that is, a maneuver
detected at time k always started at time k � s (i.e., nonzero input starting at k � s� 1).

Clearly, all these assumptions are quite restrictive for realistic applications. It appears that Assumption (C) is most
restrictive while Assumption (B) is probably least restrictive.

With Assumption (A), we have ~Gkuk = ~Gku and Hkuk = ~Hku, where ~Gk = 0 if k � n, ~Gk = Lk;mGm;n if k � m,
otherwise ~Gk = Gk;n with

Gk;n =

k�1X
i=n

Lk;i+1 (36)

and
~Hk = [ �H 0

k�s; �H
0
k�s+1; : : : ; �H

0
k]
0 = [(Hk�s

~Gk�s)
0; (Hk�s+1

~Gk�s+1)
0; : : : ; (Hk

~Gk)
0]0

As such, ûk(n;m) becomes

ûk = �kek (37)

��1
k = ~H 0

kS
�1
k

~Hk =

kX
i=k�s

�H 0
iS

�1
i

�Hi (38)

ek = ~H 0
kS

�1
k ~z

�
k =

kX
i=k�s

�H 0
iS

�1
i ~z�i (39)

With Assumptions (A) and (B) and the assumption that a maneuver is detected at k, we have ~Gkuk = Gkuk = Gk;nu if
k > n and ~Gkuk = 0 otherwise, and Hkuk = ~Hku, where if n > k � s then

~Hk = [ �H 0
k�s;

�H 0
k�s+1; : : : ;

�H 0
k]
0 = [0; : : : ; 0; (Hn+1Gn+1;n)

0; (Hn+2Gn+2;n)
0; : : : ; (HkGk;n)

0]0 (40)



As such, ûk(n;m) becomes ûk = �kek, where �k and ek are given by (38)–(39) with �Hi given by (40), that is,

ûk = �kek (41)

��1
k =

kX
i=k�s

�H 0
iS

�1
i

�Hi =
kX

i=n+1

(HiGi;n)
0S�1i (HiGi;n) (42)

ek =

kX
i=k�s

�H 0
iS

�1
i ~z�i =

kX
i=n+1

(HiGi;n)
0S�1i ~z�i (43)

With Assumptions (A)–(C) and the assumption that a maneuver is detected at k, we have ~Gkuk = Gkuk = Gk;nu and
Hkuk = ~Hku, where

~Hk = [ �H 0
k�s;

�H 0
k�s+1; : : : ;

�H 0
k]
0 = [(Hn+1Gn+1;n)

0; (Hn+2Gn+2;n)
0; : : : ; (HkGk;n)

0]0 (44)

As such, ûk(n;m) becomes ûk = �kek, where �k and ek are given by (38)–(39) with �Hi = HiGi;n.

5.3.1 Generalized Likelihood Ratio Algorithms

In this algorithm, proposed in [74, 75] with Assumptions (A) and (B), input estimates û k(n) for all possible maneuver onset
time n are computed and the one that maximizes the log-likelihood log f(~z �kjû; n) is taken to be the input estimate and the
corresponding n as the onset time estimate n̂. The maneuver detection in this algorithm is done based on the generalized
likelihood ratio (GLR) test, hence the name GLR algorithm. Specifically, this algorithm for MTT consists of the following.

� Input estimation. For each n = k � s; : : : ; k � 1, obtain the MLE ûk(n) = argmaxu log f(~z
�
kju; n), which is given

by (41)–(43) under the linear-Gaussian assumption. Then û k(n̂) = argmaxk�s�n<k log f(~z
�
kjûk(n); n).

� Onset time estimation. Obtain the MLE

n̂ = arg max
k�s�n<k

log f(~z�kjûk(n); n) = arg max
k�s�n<k

�Jk(ûk(n); n) (45)

which is given by (10) under the linear-Gaussian assumption.

� Maneuver detection. A maneuver is declared if

ûk(n̂)
0�k(n̂)

�1ûk(n̂) > � (46)

� State estimate correction. Use (32) and (35) if a maneuver is declared.

Note that since max(u;n)�Jk(u; n) = �Jk(û; n̂) under the linear-Gaussian assumption a rigorous GLR detector should
use �Jk(û; n̂) > �0, which in general differs from (46). Note also that ûk(n̂)0�k(n̂)

�1ûk(n̂) = ek(n̂)
0�k(n̂)ek(n̂) does not

hold in general, although it is not uncommonly used.
In order to avoid a possible overcompensation, which for instance may arise from detecting the same jump repeatedly,

an ad hoc technique was suggested to reinitialize the GLR after state estimate correction. This will also make it possible to
detect a sequence of successive jump inputs to the system [75]. Another issue is the choice of the window length, which is a
trade-off among input estimation accuracy, detection delay, and computational load.

5.3.2 Recursive GLR Algorithms

A recursive form of the above GLR algorithm was proposed in [74], [75] to save computation. A more general form was
given in [76] as follows: for given n,

�k = Fk�1�k�1 +Gk�1;n (47)
�Hk = Hk (�k � Fk�1	k�1) (48)

	k = Fk�1	k�1 +Kk
�Hk (49)

��1
k = ��1

k�1 +
�H 0
kS

�1
k

�Hk (50)

ek = ek�1 + �H 0
kS

�1
k ~z�k (51)

ûk = �kek (52)

The first three equations compute �Hk recursively. (50)–(52) are a well-known recursive form of (42)–(43).



Tracking application. The above GLR algorithm was illustrated in [74, 75] via a simple example of 1D MTT using a
KF with a CV model for a jump maneuver scenario. It was later applied to a more realistic 2D MTT scenario in a generic
surface-to-air engagement in [76], which involves high nonlinearities in both target maneuver and measurement model, and
the simulation results presented demonstrate working capabilities of the algorithm. Another application employing GLR
technique was reported in [77] for MTT for homing missile guidance. The main problem encountered arises from the sudden
and high magnitude jumps in the target lateral acceleration, modeled as a first-order Gauss-Markov process with an additional
unknown constant-bias term (see Part I). This model was considered within the framework of the 2D general curvilinear
motion model (see Part I) with polar measurements. A bank of EKFs was used to estimate the bias as part of the target
state. The bank is formed by starting at each instant in a window a new EKF with an initial estimate from the nominal filter
and a large initial bias covariance to allow the EKF to track the bias near its onset time. The most likely EKF is selected
according to (45) and the corresponding time instant is taken to be the maneuver onset time. Then the test (46) is used to
verify maneuver detection. If maneuver is declared, the most likely filter becomes the nominal and the whole process is
restarted. A probabilistic weighted sum of the filters in the bank (i.e., MM approach) was also implemented as an alternative.
This same idea was also considered in [31].

5.3.3 Degenerated Kalman Filter for Input

It is well known that a recursive LS estimator of an unknown but constant parameter can be viewed as a special case of the
KF of the parameter. Since in the linear Gaussian case the above recursive GLR algorithm is in fact a recursive LS estimator
in the information form, (50)–(52) may be viewed as the information form of the KF for estimating unknown constant u
using measurement model (24). This recognition, made explicit in [78], enables us to utilize the power of the KF to handle
the case with a certain special time-varying unknown input by treating the input as the state of a linear system with known
dynamics but unknown onset time. The resulting algorithm [78] is a straightforward implementation of the GLR method with
a KF incorporated for input estimation. It generalizes the earlier decoupled bias correction KF of [79], which solves the pure
estimation problem (without addressing the problem of bias detection) in the presence of time-varying unknown bias, but
without considering the uncertainty in the bias onset time.

It should be noted that the KF used here is in fact degenerated because the dynamics equation for the input is nonrandom.
It appears more natural to assume the input as random and apply a truly KF here. It turns out that by so doing we arrive
at an algorithm, known as variable state dimension, discussed in Sec. 6.1. However, a fundamental dilemma to represent
maneuver by the input is that potentially time-varying unknown input is better modeled as nonrandom, but far more prior
knowledge than what is usually available is needed to have a meaningful model of its dynamics other than the nearly constant
one uk+1 = uk + wk.

The following standard covariance version of the KF was presented in [78]

�k = �k�1 ��k�1
�H 0
k

�
�Hk�k�1

�H 0
k + Sk

��1 �Hk�k�1 (53)

ûk = ûk�1 +�k�1
�H 0
kS

�1
k

�
~z�k � �Hkûk�1

�
(54)

which is computationally more efficient than the information form when dim(z) < dim(x).

5.3.4 Input Estimation Algorithm

The input-estimation (IE) algorithm was first developed for MTT in [23] using a simplified batch LS formulation of (28) that
corresponds to Assumptions (A)–(C). It consists of three steps:

� Input estimation. Given by (37)–(39).

� Maneuver detection. A maneuver is declared if the estimated input is deemed statistically significant, that is, if

û0k�
�1
k ûk � � (55)

as described in Sec. 3.1.

� State estimate correction. Use (32) and (35) if a maneuver is declared.

This algorithm was implemented in [23] for a MTT problem using a planar CV target model in Cartesian coordinates (see
Part I) with direct Cartesian position measurements, where the unknown input represents acceleration along each coordinate.



Although this algorithm is attractive in several aspects, it suffers from two major deficiencies, which stem from assuming
constant input (Assumption A) and known onset time (Assumption C). These assumptions are rather unrealistic in typical
target tracking applications, and lead to undesirable performance [80, 9]. Another complication arises from the linearity
assumption of the measurement model, which is rarely true in practice, and thus additional work (e.g., unbiased measurement
conversion, as discussed in details in Part III) is needed, giving rise to additional errors.

To overcome these deficiencies and improve the performance of the original algorithm, a number of extensions and
enhancements have been proposed in the literature.

Enhancement by decoupled maneuver detector. The original IE algorithm developed in [23] does input estimation before
maneuver detection because the detector (55) uses input estimates. Since a maneuver is less likely to occur than the CV motion
and the batch LS based input estimator is computational demanding, this implies a huge waste in computation. To improve
computational efficiency, it would make much better sense if the input is estimated only after a maneuver is declared since
the latter requires much less computation. Such an IE algorithm was proposed in [37] with comparable performance to the
original algorithm. The maneuver detection proposed therein amounts to checking if the actual multiple-step measurement
residual matches its Kalman prediction based on a zero-input model. This detector was reported in [37] to have a higher
detection probability than the residual-based detector (Sec. 3.1), at the same level of false alarm. Theoretically the same
input estimator and state estimate corrector are used as in the original IE algorithm, except that a recursive form of the input
estimator for a simplified 1D problem was also given in [37]. Unlike the original IE algorithm, however, the input estimation
and maneuver detection here are not directly coupled.

5.3.5 Enhanced Input Estimation Algorithm

It was proposed in [31] to enhance the original IE algorithm by relaxing Assumption (C) of a constant delay of maneuver
detection. The idea is to consider at time k a number of hypotheses regarding the maneuver onset time n, (e.g., all possible
n = 1; 2; : : : ; k � 1, or some subset) and evaluate their likelihoods by running in parallel the respective input estimators as
in the original IE algorithm. Then either the probabilistically weighted average of all input estimates or the most likely input
estimate is taken to be the final estimate of the input. (Likewise for the estimate of the maneuver onset time.) The latter is
methodologically equivalent to the GLR algorithm presented above. The difference lies in the concrete implementation for
the chosen target/measurement model. Maneuver detection and state estimate correction are done exactly the same as in the
original IE algorithm. We will refer to the resulting algorithm as the enhanced IE (EIE) algorithm.

The development in [31] was done for a one-dimensional tracking problem, resulting in an easily implementable recursive
formulation of the algorithm in closed form. There are two subtleties in the problem setting considered. First, a three-state
CA model is chosen as the basic maneuver-free model, where the input stands for a jump in the acceleration level, rather than
the acceleration itself. Second, the input is nonzero only at k = n = m � 1 (i.e., an impulse) since the input represents a
jump in the acceleration. These subtleties greatly simplify the development of the recursive implementation.

This enhancement accounts for the uncertainty in the maneuver onset time and optimizes the size of the data batch needed
for input estimation. Thus it is capable of coping with the “detection delay problem” of the original IE algorithm. The cost
is a possibly large increase in input estimation so as to “analyze the past” with respect to maneuver onset time. This makes
the development of a recursive version essential. The recursive input estimator is theoretically equivalent to the original
batch input estimator, as shown in [81], but computationally more efficient. This however was achieved primarily due to the
simplicity of the particular 1D problem setting considered. For more general and more realistic problems, further development
is needed. The use of a CA model in principle leads to a degradation of estimation accuracy during a nonmaneuvering motion
as compared to the CV model-based KF. While it has a limited value in direct application, this EIE algorithm did serve as a
basis for further development and refinement for solutions to more realistic tracking problems.

For the case with correlated measurement errors, a practical situation typically arising in radar tracking at high measure-
ment frequency, [82] reported an MTT application of the EIE algorithm, along with some adjustments, after decorrelation
using a technique similar to the one described in Sec. 8.4.1 of [10].

5.3.6 Modified Input Estimation Algorithm

The modified input estimation (MIE) algorithm proposed in [25] is a modification and enhancement of the original IE and
EIE algorithms.

The time-correlated Singer model of acceleration was adopted in this algorithm as the zero-input model so as to cover the
CV motion and maneuvers of a small magnitude since the standard IE algorithm is known to be insensitive to low maneuvers



and to require a long detection window for accumulating sufficient maneuver statistics. In such a setting the unknown input
stands for a stepwise change in the target acceleration level. A “naive” direct implementation of the idea was found, however,
to suffer from the side effect of hampering the maneuver detection since the Singer process noise would tend to suppress
the increase in residuals. To improve the maneuver detection sensitivity, it was proposed to estimate the input based on the
so-called pseudoresiduals, introduced particularly for this purpose, explained below.

The target model (19) is modified as

xk+1 =

8<:
Fxk +Gu0 + wk

F [xk +B (u� u0)] +Gu+ wk

Fxk +Gu+ wk

k < n
k = n
k > n

(56)

where x = ( x; y; z; _x; _y; _z;�x; �y; �z)0; F , G and Q are defined in Singer model, wk is zero-mean and white, B = [0; 0; I ]
0,

and u0 and u are the input levels before and after a change occurs at time n. The use of u 0 and u (rather than u0 = 0
and u) makes it possible to estimate piecewise-constant input levels by a successive application of the input estimator. The
measurement matrix is H = [I; 0; 0]. This model differs from (19) with Gkuk = Gu0 for k < n and Gkuk = Gu for k � n
only in that it assumes the acceleration change occurs suddenly (i.e., as an impulse) at time n and thus does not affect the
target position and velocity during the course of change, similarly to the case considered in the implementation of the EIE
algorithm [31]. As such, this model represents a maneuver as a specific combination of impulse and step changes.

For any hypothesized maneuver onset time n, the pseudoresidual is defined for � > n as

~y�(n) = y�(n)� Ĥ�u; � > n (57)

for � � n it coincides with the residual ~z� = z� �Hx̂�j��1, where

Ĥ� = H (FE)
��n

B +H

��n�1X
j=0

(FE)
j
G (58)

y�(n) = z� � z��1 �HFx̂v = z� � z��1 �HFDx̂njn (59)

with D = diag(0; I; 0) and E = diag(0; I; I), which take velocity components and remove position components of the
state vector, respectively. Note that (z� � z��1) is the measured position displacement over the sampling interval (tk�1; tk]
and HFx̂v is the corresponding predicted nonmaneuvering displacement based on the velocity estimate x̂ v = Dx̂njn at a
hypothesized maneuver onset time n. (57) thus provides a measurement model for the unknown input u in the form

y�(n) = Ĥ�u+ ~y�(n); � = n+ 1; : : : ; k (60)

It was claimed in [25] with evidence that the unknown pseudoresidual ~y �(n) has zero mean. The covariance of ~y�(n) was
found approximately

S ~y
� = HFDPnjnDF

0H 0 +R� +R��1; � = n+ 1; : : : ; k (61)

Also, it was not shown that ~y�(n) is white, which is nonetheless implicitly assumed in the derivation therein.
Based on this measurement model, the MIE algorithm uses the same input estimator and maneuver onset-time estimator

as those of the EIE algorithm. Its maneuver detector is given by [û k(n̂)� u0]
0�̂�1

k [ûk(n̂)� u0] � �, where [25]

�̂k = Ef[ûk(n̂)� u0][ûk(n̂)� u0]
0g = �k +�k

k�1X
i=n+1

24 kX
j=i+1

(Vi;j + Vj;i)�Wi �W 0
i

35�k (62)

with Vi;j = Ĥ 0
i(S

~y
i )

�1HFDPnjnDF
0H 0(S ~y

j )
�1Ĥj and Wi = Ĥ 0

i(S
~y
i )

�1Ri(S
~y
i+1)

�1Ĥi+1. It is computational more effi-
cient than that of the EIE algorithm. Essentially the same state estimate corrector as those used in the other IE algorithms is
employed, given by

x̂kjk = x̂u0kjk + Ĝk[ûk(n̂)� u0]; Pkjk � P u0
kjk + Ĝk�̂kĜ

0
k

where Ĝk = (UkF )(Uk�1F ) � � � (Un+1F )B +Gk;nG, and fx̂u0kjk ; P u0
kjkg is from the KF assuming input u0.

The MIE algorithm, by utilizing a more precise target model and more sophisticated measurement model for input es-
timation, succeeds to improve the EIE algorithm considerably regarding the detection window length and implicitly the



computation involved. Additional computational savings also come from the possibility to pre-compute Ĥ� off-line and to
compute Ĝk for n̂ only, rather than for each n in the window, as in the EIE algorithm.

We now suggest an analytic performance comparison between the input estimators in the MIE and EIE algorithms [72].
Given two optimal LS estimators û1 and û2 of u based on measurement models zi = Hiu + vi with zero-mean vi and
cov(vi) = Ri, i = 1; 2, respectively. Let A1 and A2 be two nonsingular matrices such that Aizi = Hu + Aivi, i = 1; 2.
Then, û1 has a smaller MSE matrix than û2 if and only if H 0[(A1R1A

0
1)
�1 � (A2R2A

0
2)
�1]H � 0 since MSE(ûi) =

[H 0(AiRiA
0
i)
�1H ]�1. Treating û1 and û2 as the input estimators in the MIE and EIE algorithms, respectively, we have

H1 := Ĥk, H2 := �Hk, R1 := S#k , and R2 := Sk = HFPk�1jk�1F
0H 0+HQk�1H

0+Rk. For simplicity, we may consider
only the steady state, where Pk�1jk�1 = Pnjn. It appears from this analysis that the MIE input estimator is not uniformly
superior to the EIE input estimator — their relative merit depends on the problem at hand.

It was claimed in [26] that the MIE algorithm “is better than the IMM method in performance and computation,” which is
supported by the simulation results presented in [25]. However, our own simulation results indicate that the IMM algorithm
performs slightly better than the MIE algorithm in our scenarios, and with a better design than those used in [25], the IMM
algorithm performs about the same as the MIE algorithm in their scenarios. Such simulation results depend highly on scenar-
ios, design parameters, and many other factors. They are insufficient for arriving at an overall conclusion, which requires a
fair performance comparison over an ensemble of realistic tracking scenarios (e.g., the benchmark tracking problems [83, 84]
or some random scenarios).

An MIE algorithm using measurements in radar spherical coordinates has been presented in [26] for a more realistic 3D
tracking problem. To cope with the problems arising from the use of mixed coordinates, the pseudomeasurement method in
the radar LOS coordinate system (CS) was used (see Part III). This enables decoupling of the coordinate axes so that three
1D filters can be used, leading to considerable savings in computation. For this purpose the decoupled KF in LOS CS of [26]
was employed to serve as a zero-input KF within the framework of the MIE algorithm. The implementation in the LOS CS
was obtained after accounting for the respective coordinate transforms concerning the pseudoresidual and its covariance.

5.3.7 Generalized Input Estimation (GIE) Algorithm

While the EIE and MIE algorithms were developed aimed at overcoming the deficiencies of the original IE algorithm due
to ignoring the uncertainty in the maneuver onset time (i.e., Assumption C), the generalized IE (GIE) algorithm, proposed
recently in [27], is intended to relax the restrictive assumption concerning the evolution of the input (i.e., Assumption A).
Here the unknown input is modeled as a linear combination of known basic time functions, defined over the detection window.
This problem setting is more general than the constant-input model of the original IE algorithm. Due to the linearity of this
input model, the original IE algorithm works in principle, except that the constant weights used in the linear combination
need be determined, which can be easily estimated by essentially identical estimator of a constant input [27].

We now briefly describe some features of the algorithm and its development in a way that is significantly more elegant
than the original description in [27].

The unknown input is assumed to have the form

u� =

rX
i=1

ai'i(t�) = '(t�)
0a (63)

where '(t) = ['1(t); : : : ; 'r(t)]
0 is the vector of known (or to be designed) scalar functions of time and a = [a 0

1 : : : a
0
r]
0

denotes the stacked vector of unknown constant vector-valued weights to be determined. Then, we have u k = [('(tn)
0a)0; : : :,

('(tk�1)
0a)0]0 = �ka, where �k = ['(tn); : : : ; '(tk�1)]

0. It is thus clear that with this input model, estimation of a time-
varying input uk becomes estimation of the time-invariant weight vector a since �k is assumed known. As such, without
Assumption (A) this input model enables us to apply the results that rely on Assumption (A) by recognizing the relationship
~Gkuk = ~Gk�ka = �Gka and Hkuk = Hk�ka = �Hka. More specifically, with Assumptions (B) and (C) and the
assumption that a maneuver is detected at k, as implicitly made in [27], we have â k = �kek; MSE(âk) = �k and thus
ûk = �kâk; MSE(ûk) = �k�k�

0
k, where �k and ek are given by (38)–(39) with the replacement �Hi := HiGi�k =

Hi[Li;k�s; Li;k�s+1; : : : ; Li;k]�k.
Note, however, that the estimability of uk and a differs in general unless 'i(t�) are chosen such that �k is square and

nonsingular. A necessary condition for estimability of a (i.e., invertibility of � k) was given in [27]. In fact, it can be shown
using results of [85] that a necessary and sufficient condition is that �Hk has full column rank (i.e., det( �H0

k
�Hk) 6= 0) and Sk

as used in (28) is nonsingular.



The same maneuver detector and state estimate corrector as in the original IE algorithm were used in the GIE algo-
rithm of [27] utilizing the relation â 0k�

�1
k âk = e0k�kek. Note, however, that û0kMSE(ûk)�1ûk = â0k�

�1
k âk does not hold

unconditionally.
Consequently, we have shown that the GIE algorithm for an unknown time-varying input modeled by (63) can be derived

from the original IE algorithm for estimating an unknown but constant u in the following system:

xk+1 = Fkxk +Gku+ �kwk

with a time-varying Gk by replacement Gk := �k and u := a. In this sense, this “generalized” IE algorithm does not really
generalize the original IE algorithm. It is in fact the original IE algorithm combined with input model (63). In other words,
the real contribution of the so-called generalized IE algorithm is the introduction of the input model (63). The problem setting
of input estimation with a time-varying matrix Gk is, however, more general than that of the GIE algorithm since the choice
of Gk is not restricted to �k by the input model (63). We emphasize this since in practice this means that the designer is
allowed to choose Gk evolving in other manners, depending on the specific tracking application.

5.3.8 Multiple Input-Level Algorithm

In the multiple input-level method, proposed in [86], the set of all possible values of the unknown input u is partitioned into
a number of quantization levels and each level i is represented by a single point (value) u i in it. It then assumes that the
unknown input can take on only one of these representative values at any time. As a result, it actually assumes that these
representative values form a partition of the set of all possible values of the unknown input. By total expectation theorem,
the state estimator is given by x̂kjk = E[xkjzk] =

P
i x̂

i
kjkPfuk = uijzkg, where x̂ikjk = E[xkjzk; uk = ui] is the optimal

estimate assuming uk = ui. Each x̂ikjk can be found by a KF. Under the linear-Gaussian assumption, it is easy to verify that
the state estimate is linear in the control input u:

x̂ikjk = Fk�1x̂
i
k�1jk�1 +Kk(zk �HkFk�1x̂

i
k�1jk�1) + UkGk�1u

i

where Uk = I �KkHk. If the same previous estimate is used in each KF (i.e., x̂ ik�1jk�1 = x̂k�1jk�1;8i), then

x̂kjk = Fk�1x̂k�1jk�1 +Kk(zk �HkFk�1x̂k�1jk�1) + UkGk�1ûk (64)

where ûk =
P

i u
iPfuk = uijzkg. As a result, only a single KF, rather than a bank of KFs, is needed. As such, the

problem of optimal estimation with unknown input reduces to the problem of optimal estimation with known input, along
with determining the probabilistic weights Pfuk = uijzkg. Additional assumption is needed to determine the probabilistic
weights. A reasonable one for some applications is that the input sequence hu ki is a semi-Markov process (see Part I), or
more specifically, a sojourn-time dependent Markov chain. Under this assumption, an efficient recursion for the calculation
of the probabilistic weights can be readily obtained. Superior performance is obtained if it is combined with colored rather
than white noise model [86] (see Part I).

Without the assumption that the same previous estimate is used in each KF, a bank of filter would be needed in general
and thus this algorithm is in fact a degenerated case of a multiple-model algorithm.

5.3.9 Other IDE Algorithms and Implementations

We now briefly review other references concerning, or closely related to the IE algorithms. [87] proposed a simplified
version of the original IE algorithm. [24] further developed the original IE algorithm in an information filter framework and
proposed a highly efficient decoupled algorithm for radar target tracking of maneuvering aircraft (see also [88]). [45] (with a
subsequent correction) proposed an MTT tracking algorithm which involves recursive estimation of the input and a maneuver
detector minimizing detection delay. [28] applied the IE techniques for tracking a reentry vehicle in the terminal phase from
radar measurements. The overall adaptive tracker, based on a nonlinear reentry vehicle dynamic model [2], consists of an
EKF (zero-input based), a recursive version of the IE algorithm, a standard “k�”-type maneuver detector, and a standard
state estimate corrector. [89] proposed a maneuver detector for the IE algorithm based on a detectable maneuver set. [90]
suggested an algorithm as a combination of a multiple input-level estimation and GLR-based maneuver detection. [91, 92]
developed input detection and estimation for MTT based on FIR filters.



5.4 Comparison of GLR and IE Algorithms

It has been well known, as made explicit in [93], that there is a duality between maneuver detection (and identification) as
well as fault detection and identification (FDI) and a duality between MTT and state estimation of systems subject to faults.
As a result, there is a duality between the developments of algorithms for MTT (in particular, IE algorithms) and FDI (in
particular, GLR algorithms).

The IE and GLR algorithms were developed largely in the MTT and FDI areas, respectively, which emphasize on estima-
tion and detection, respectively. As a result, the IE and GLR algorithms are slightly more estimation-oriented and detection-
oriented, respectively. This difference reflects well in the naming of the algorithms developed in the two areas in view of the
fact that generalized likelihood ratio tests were well established in hypothesis testing long before. It is unfortunate that not
enough cross connections were given by researchers in these two areas. Results developed originally in one area were often
redeveloped in the other area, although some of such developments might have been inspired by results in the other area.

The input-estimation parts of GLR and IE are essentially the same since ML and LS estimators coincide under the linear-
Gaussian assumption. They differ mainly in the detection part.

6 Switching-Model Approach

In this approach, there are two classes of models: maneuver (e.g., CA or coordinated turn) models and nonmaneuver (e.g.,
CV) models; tracking is done by a filter that uses one model at one time; the decision as which model to use is made in real
time using measurement information (and prior information if any), hence the name switching model approach.

In a broad sense, algorithms in the equivalent-noise or IDE approaches also belong to this approach since following
different decisions these algorithms take different actions, which may be construed as filtering based on different models. For
instance, an upward noise-level adjustment may be viewed as switching from a model with a lower noise level to one with
a higher level; state estimate correction or not using input estimates may also be interpreted as filtering based on different
models, although this interpretation may appear farfetched to some people.

The switching-model approach has three aspects: modeling, decision, and filtering.
In principle, all target motion models, including those described in Part I, can be potentially used either as a maneuver

or nonmaneuver model. As such, this approach is capable of providing valuable flexibility in actual implementation for vast,
diversified applications. In reality, however, only a very small subset of those models described in Part I has been proposed
or implemented with this approach. The best explanation here is probably the fact that in history more attractive approaches,
such as multiple-model methods, had come into vogue before this approach could take off.

Ideally, different filters may be used for different models so as to take advantage of the specifics of each model. In practice,
the variety of filters used for different models is very limited — almost all of them are KFs or EKFs. This stems from two
facts: the popularity of the KF, along with its simple extensions such as EKF, and a lack of effective practical nonlinear filters.
In this sense, this approach is better not referred to as “switching filter” approach.

We now describe several algorithms in this approach.

6.1 Variable State Dimension Algorithm

The variable state dimension (VSD) algorithm, proposed in [20], uses a CV model and a CA model for the target dynamics to
achieve good tracking performance in both non-maneuvering and maneuvering situations. The CV and CA models have been
adequately described in Part I. Switching from the CV model to the CA model is triggered by a detection of maneuver onset,
and the CA model is switched back to the CV model when the maneuver is declared over. The maneuver detector proposed
in [20] is based on the chi-square test using a fading-memory sum of measurement residuals (see Sec. 3.1). As proposed in
[20], once a maneuver is detected at time k, it is assumed that the target had a constant acceleration (see Assumption (C) in
Sec. 5.3 starting at k � s � 1, where s is the effective window length, the CA model based filter is properly initialized at
k� s, and all measurements after k� s are reprocessed to obtain all components of the state vector. No such retrodiction was
proposed in [20, 10] after switching back to the CV model from the CA model. In view of the fact that the maneuver onset
and termination times are both uncertain, the main reason appears to be: While use of the CV model when acceleration is
present will lead to unacceptable performance, use of the CA model in the absence of acceleration will degrade performance
only slightly. This is a fortunate fact, for as explained before the detection of maneuver termination is more difficult than that
of maneuver onset.

In hindsight, the VSD algorithm may be referred to as switching acceleration-model algorithm. It can also be viewed as
an IDE algorithm where input (acceleration) is modeled as a random process with a (nearly) constant dynamics and estimated



as state components.
It was reported in [20, 10] based on limited simulation results that the VSD algorithm outperforms the original IE algo-

rithms for the scenarios considered.

6.2 Enhanced VSD Algorithm

The above original VSD method was modified in [94] to enhance performance by using (a) two-stage decision, (b) measure-
ment concatenation, and (c) an improved initialization of the maneuver filter.

The two-stage decision, referred to as double decision logics in [94], consists of two decision logics connected in series.
While one and only one filter is running at any particular time, the first decision logic is used to detect any abnormality in
the measurement residuals to determine possible maneuver onset or termination by comparing a proper abnormality measure
with a threshold. If a possible maneuver onset (or termination) is declared, then the maneuver (or nonmaneuver) filter is
initialized and it runs in parallel with the other filter, and the second decision logic is then activated at some time. The second
decision logic performs the so-called maximum likelihood test to eliminate the filter with a relatively smaller likelihood (i.e.,
poorer performance), although it would be better if a sequential probability ratio test were used.

The overall two-stage decision proposed is the same for maneuver onset and termination. The first stage, however, differs
in the two situations. While detection of maneuver onset is based on the use of input estimate, a maneuver termination is
detected using a fading-memory sum of the residuals from the maneuver filter. This input estimate based detection is chosen
for two major reasons: it is more efficient than the fading-memory sum chi-square detector and it provides estimates of the
detected acceleration, which serves to initialize the acceleration components of the maneuver filter more precisely than the
retrodiction procedure of the original VSD algorithm. (Very similar ideas were followed in the more recent work on the VSD-
IE algorithm in [95].) Once maneuver is confirmed, the maneuver filter is initialized using the input estimates by analogy
with (65)–(67), discussed later.

In our opinion, the replacement of single-stage decision with two-stage decision is a significant innovation. It may achieve
a simultaneous reduction in the rates of false switching and missed switching, at a price of a slightly longer decision time and
a possibly higher level of sophistication. Essentially the same idea was introduced and implemented in [96, 97] for variable-
structure multiple-model estimation. It appears that multiple-stage decision has an even better potential. In the limit, however,
it becomes soft decision, which is hardly distinguishable from estimation, such as what the multiple-model approach does.
Fuzzy-set enthusiasts would add that this is also where the merits of a fuzzy set lie relative to a crisp set. This may also inspire
some readers to try fuzzy decision based techniques for MTT.

The measurement concatenation proposed is a model whereby fast sampled measurements are stacked while maintaining
their proper relationships with the states. It provides a means of improving the tracking performance by increasing the
measurement rate without increasing the state estimation update rate. It is the opposite of the sequential processing of vector
measurements. Its application may be restricted by the allowable computational resource. It does have some subtleties, such
as the presence of correlation between the concatenated measurement and process noise sequences.

6.3 Two-Stage Filtering

A KF based on a CA model can be implemented by a combination of two filters, one based on a CV model and the other for
estimating the acceleration alone, even though acceleration is clearly coupled with position and velocity. Such a filter is known
as a two-stage filter [79]. Compared with the direct implementation, it has reduced computation and memory requirements,
among other things.

Since the VSD algorithms run both CV and CA filters, albeit at different times, a natural idea is to implement them as two-
stage filters. This idea, suggested in [98], was pursued in [99, 100, 101, 102]. Their tracking filter consists of a primary (CV)
filter and secondary (acceleration only) filter. The acceleration filter is turned on and off by a maneuver detector. It operates
on the residual data of the CV filter. The output of the secondary (acceleration) filter is used — when maneuver is detected —
to correct the output of the CV filter, in a way similar to state estimate correction of the IE algorithm. A principal difference
however is modeling the acceleration (input) as a (white or colored) random process [99, 100, 101]. As an implementation
of the so-called bias-filter, the acceleration filter estimates the acceleration using the measurement residuals of the bias-free
(i.e., CV) filter. The overall estimate is based on the estimates of the CV and acceleration filters. The two-stage algorithm of
[103] was proven therein to be equivalent to the CA filter under a restrictive algebraic sufficient condition, which would be
rarely satisfied for practical systems [104]. Another two-stage estimator was proposed in [104] as an extension of the original
estimator of [79]. It is optimal (equivalent to the augmented optimal estimator) in a general setting. Further, optimal two-stage
KFs were obtained in [105]. These optimal algorithms can facilitate development of two-stage trackers because two-stage



tracking has certain advantages over the VSD algorithms in terms of reduced computational load and faster response to
manuever ending. For example, it may be integrated with the IDE approach: detect maneuver onset by a bias estimate based
test, and use the optimal bias filter and optimal correction upon detection in an optimal manner. A number of publications
exist for separate estimation of the bias (unknown input) for nonlinear dynamic systems [106, 107, 108]. They can also be
applied to input detection and estimation.

An implementation of a two-stage tracker was proposed in [102] within the �-� filter framework. This implementation
was also discussed in [7].

6.4 An Integrated VSD-IE Algorithm

The EIE algorithm of Sec. 5.3.5 uses a CA model for nonmaneuvering motion, which is known to cause performance degra-
dation when the target moves at nearly constant velocity. To overcome this drawback, a variation was proposed in [95] that
integrates three major techniques: (a) the input estimator (in a recursive form) of the IE algorithm, as practically given by
(50)–(52), to estimate the input and detect maneuver using the CV filter, (b) the ML estimator of the maneuver onset time,
together with the respective maneuver detector and state estimate corrector, and (c) the VSD technique of running a CA filter
initialized by the estimated input with the estimated onset time. Simply put, this algorithm applies a recursive form of the
EIE algorithm to obtain maneuver onset time estimate n̂ and input estimate û k(n̂) and to detect maneuver using the CV filter
fx̂�; P �g, and then if a maneuver is declared at time k, it switches to a CA filter fx̂; Pg, initialized by 3
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where �̂k = MSE[ûk(n̂)] and Ĝk = Gk;njn=n̂, given by (36). The unknown target acceleration is to be further estimated by
the CA filter until the maneuver is declared over.

This integrated VSD-IE algorithm gives a better solution to the MTT problem than both the EIE algorithm and the VSD
algorithm. Since an accurately initialized CA filter is used, its performance is superior to that of the IE algorithm during
maneuver. On the other hand, its maneuver detection and onset time estimation appears to be more accurate than what is done
in the VSD algorithm. Additionally, the simple yet accurate initialization of the CA filter eliminate the need for the awkward
retrodictive filtering in the VSD algorithm that causes computational discontinuities.

6.5 Other Switching-Model Algorithms and Implementations

[109] proposed a switching-model scheme between nonmaneuvering and maneuvering models by a likelihood ratio detector.
In [30], a switching-model algorithm, referred to as a decision directed tracker therein, was developed for tracking 2D maneu-
vering aircraft. It uses a nearly CV model for nonmaneuvering motion and the Singer model for maneuvers. The maneuver
detection is based on a GLR test for detecting a maneuver-induced bias in the CV filter’s residual sequence. In [110, 111]
switching to a (nonlinear) turn model is triggered by a maneuver detection. Many other earlier implementations that belong
to the switching-model approach can be found in [21] and references therein.

6.6 Model Switching vs. Input Detection and Estimation

While the input is treated as a deterministic process in the IDE approach, it is usually modeled as a random process in
the switching model approach. Since no good prior dynamic model of the input u k as a random process is available, it is
customarily modeled as nearly constant: uk+1 = uk + wk. When the input responsible for the maneuver is acceleration, this
becomes the popular CA model. In this case, all differences between the VSD algorithm and the IE algorithm stems from the
fact that the unknown input (acceleration) is estimated as part of the state vector in the former, but as a separate nonrandom
parameter in the latter.

3We point out that this initialization of the CA filter by the state estimate corrector in the input estimator actually fits well into the two-stage filter.



Maneuver onset time estimation is well integrated with input estimation in some IDE algorithms, which has not been
found in the switching model algorithms. On the hand, almost all IDE algorithms developed so far are limited to the linear
Gaussian case. Switching model approach does not have this limitation in general.

In view of the pros and cons of each approach, the following integration is worth exploring, as suggested in [72]. Maneuver
detection is based on two-stage decision, where the first stage is based on a sophisticated change-point detection algorithm
and the second stage is based on sequential probability ratio test between the two filters, one based on the model currently in
effect and the other based on the newly activated model. The input and its onset time estimates are obtained as in the IDE
approach using results from the nonmaneuver filter. These estimates are used only to initialize the two-stage maneuver filter
in the same spirit as in the integrated VSD-IE algorithm in that the state estimate correction of the IDE approach is used.

7 Concluding Remarks

Many decision-based algorithms and techniques have been developed for maneuvering target tracking (MTT). They can be
classified into three categories: equivalent noise, input detection and estimation, and switching model.

The equivalent-noise approach assumes that target maneuver can be covered by an equivalent noise and then MTT be-
comes state estimation in the presence of this unknown nonstationary noise. It appears that the only major attractive feature
of this approach is its simplicity. While many techniques have been developed in the area of adaptive Kalman filtering, few
of them have a good applicability in MTT mainly due to the highly nonstationary nature of the equivalent noise.

The input detection and estimation approach converts the MTT problem into that of state estimation with unknown input,
generally considered as another area of adaptive Kalman filtering. It explicitly estimates the unknown input that is responsible
for target maneuver. This approach is attractive in that it is basically free of maneuver models: It attempts to estimate the
unknown target maneuver directly from the available measurement information without the need to have a maneuver model.
A fundament dilemma here is: Potentially time-varying unknown input is better modeled as nonrandom, but little prior
knowledge about its dynamics is available.

In the switching-model approach, the model in effect switches between a maneuver model and a nonmaneuver model.
It is most general and flexible of all three approaches. In a broad sense, it includes the other two approaches as special
cases. Its distinctive power for adaptation to the environment lies in its flexibility in choosing an appropriate model for the
situation encountered. If needed, each model-based filter can be adaptive. However, it relies on good maneuver detection
more crucially than the other two approaches.

Although the basic ideas of the equivalent-noise and input detection and estimation approaches work for nonlinear tracking
problems, their algorithms developed so far are mostly restricted to linear systems and their simple nonlinear extensions. In
contrast, the switching-model approach applies to nonlinear problems almost as easily as to linear problems.

Within the framework of decision-based adaptation for MTT, integration of different approaches appears to be most
promising.

Advances in maneuver detection have been surprisingly limited, although it is the basis of all decision-based approaches.
Essentially only two types of maneuver detectors have been developed: those based on the simple chi-square test (using
either residuals or input estimates) and those based on the generalized likelihood ratio test. Considerably more effort should
be directed towards searching and adapting effective techniques in the rich resources of statistics, in particular, change-point
detection.
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