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Abstract

Markovian jump systems (MJS) evolve in a jump-wise manner by switching among simpler models, according

to a finite Markov chain, whose parameters are commonly assumed known. This paper addresses the problem of

state estimation of MJS with unknown transition probability matrix (TPM) of the embedded Markov chain governing

the switching. Under the assumption of constant but random TPM, a recursion for the TPM’s posterior probability

density function (PDF) within the Bayesian framework is obtained. Based on this recursion four recursive algorithms

for minimum mean-square error (MMSE) estimation of the TPM are derived. The first algorithm computes the

optimal estimate exactly for the case of a two-state Markov chain. Its computational load is linear in the data

length. The other three algorithms, based on PDF moments’ truncation, quasi-Bayesian approximation and numerical

integration, respectively, compute the optimal estimate approximately and have constant computational cost as data

size increases.

The proposed TPM estimation is naturally incorporable into a typical Bayesian estimation scheme for MJS (e.g.

Generalized Pseudo-Bayesian (GPB), or Interacting Multiple Model (IMM)). Thus adaptive versions of MJS state

estimators with unknown TPM are provided. Simulation results of TMP-adaptive IMM algorithms for a system with

failures and maneuvering target tracking are presented.

Index Terms

Adaptive Estimation, Markovian Jump System, Multiple Model, IMM

I. INTRODUCTION

Theoretically in the estimation for MJS (or more generally hybrid system [1] or multiple model (MM) estimation

[2]) the TPM is almost always assumed known. In practice it is a “design parameter” whose choice is done a priori.

Techniques for design of TPM in target tracking application have been proposed and studied [3], [4], [5], [6], [7],

[8]. They are a priori in nature, tailored to the specific application of interest, and do not rely on the on-line received

data to estimate the TPM. For many applications, however, a priori information about the TPM may be inadequate

or even lacking. Using an inaccurate apriori TPM may lead to performance degradation of the state estimation,

due to the sensitivity of the MM state estimators to the TPM used. The uncertainty regarding the TPM is a major

issues in the application of MM to real-life problems, e.g. maneuvering target tracking, systems’ fault detection

and isolation, and many others. The “unreasonable” need to provide TPM a priori even in the case of insufficient

information has been cited by some as one of the major reservations of using Markov-chain based MM estimation

algorithms. Thus, it is highly desirable to have algorithms which can identify (estimate) the TPM recursively during

the course of processing measurement data so as to allow adaptation of the MM state estimation. There exist only

a few publications in the engineering literature devoted to solving this important and difficult problem.

In [9] the problem was considered for the simplest case of a binary Markov chain modelling measurement failures

(interrupted observations). Based on the Bayesian approach, proposed therein is an approximate TPM estimator

which requires numerical integration to compute the estimate. It is a particular case of one of the estimators

(viz. Algorithm 4) proposed in this paper. For the same restricted case, [10] and [11] developed and analyzed

the convergence of a maximum likelihood (ML) estimator of TPM, parameterized over a finite set. Since the
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ML algorithm requires exponentially increasing memory and computation, an approximate scheme, referred to as

truncated ML estimation, was further proposed in [12] for the general case. It in essence employs the finite Gaussian

sum approximation technique to truncate the ever branching likelihood. The unknown TPM is assumed to belong

to a compact (practically finite) set of candidate TPMs. Its estimate is obtained at the cost of running a bank of

Kalman filters for each candidate TPM to compute the respective truncated likelihood functional. The method was

shown theoretically to be convergent, but it is computationally quite involved — with complexity O(m s), where m

is the number of chain states and s is the truncated data length. The choice of candidate TMPs in some practical

applications may also be problematic. Parameter estimation of the Markov chain was also considered in [13] and

[14].

Our work is conceptually based on the assumption that the unknown TPM is a random constant matrix with a

given prior distribution defined (truncated) over the continuous set (simplex) of valid TPMs. Within this Bayesian

framework we obtain a recursion for the TPM’s posterior PDFs in terms of the MM estimator’s model probabilities

and likelihoods and seek for computationally feasible recursive algorithms to compute the TPM’s MMSE-estimate,

based on this recursion. As a result we propose four alternative solutions. For the case of a two-state Markov chain

we find an algorithm for computing the optimal estimate. It has an increasing computational complexity O(k),

where k is the time index (data length). That is why for the general case of a Markov chain with two or more

states, three approximate algorithms are further developed by means of alternative approximation techniques —

truncation of the higher order moments of the PDF, quasi-Bayesian approximation for estimation of finite mixtures,

and numerical integration, respectively. All TPM estimators use the information contained in the posterior model

probabilities and likelihoods, supplied by an MM state estimator and are easily coupled with such an estimator for

a joint TPM and state estimation. Thus a generic scheme for Bayesian TPM-adaptive MM state estimation is also

outlined.

The remaining part of the paper is organized as follows. Section 2 describes the problem formulation and the

general adaptation scheme. In Section 3 a basic recursion for the posterior PDF of TPM is developed. Subsection

4.A gives the derivation of an exact (MMSE-optimal) TPM estimator for the case of a two-state Markov chain

and addresses some implementation issues. In Subsection 4.B a second-order approximated TPM estimator for the

general case is obtained. Subsections 4.C and 4.D present respectively a quasi-Bayesian TPM estimator and a TPM

estimator algorithm using numerical updating/integration of PDFs. In Section 5, simulations conducted to evaluate

and compare the performances of non-adaptive and alternative TPM-adaptive IMM state estimators are presented.

Two typical application examples are considered — estimation for systems subject to failures and maneuvering

target tracking. Summary and conclusions are given in Section 6.
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II. PROBLEM FORMULATION

Consider the following model of Markovian jump system in discrete time k = 1; 2; : : :

x(k) = f [k;m(k); x (k � 1)] + g [k;m(k); w [k;m(k)]] (1)

z (k) = h [k;m(k); x (k)] + v [k;m(k)] (2)

where x is the base (continuous) state vector with transitional function f; w is the random input vector, z is the

measurement vector with measurement function h; and v is the random measurement error vector. All vectors are

assumed of appropriate dimensions. The modal (discrete) state m (k) 2 M , f1; 2; : : : ; mg is a Markov chain

with initial and transition probabilities respectively

P fmj (0)g = �j (0) (3)

P fmj (k) jmi (k � 1)g = P
�
mj (k) jmi (k � 1) ; zk

	
= �ij ; i; j = 1; : : :m (4)

where mi(k) stands for the event m(k) = i and zk = fz(1); : : : ; z(k)g is the cumulative measurement set.

Provided all parameters of the model (1)–(4) are known the MMSE-optimal estimate x̂(k) = E
�
x (k) jzk

�
of

the base state x can be obtained by the Bayesian full-hypothesis-tree (FHT) estimator [15]. The FHT is however

infeasible because of its exponentially growing computation and memory, and thus suboptimal approximations with

limited complexity are of interest in practice. There exist a number of such approximations, commonly referred

to as multiple model (MM) algorithms, which can be broadly grouped as soft, hard, or random decision-based,

regarding the approach used to approximate the optimal FHT estimator. (See [2] and the long list of references

therein.) Recent progress in MM estimation includes [16], [17], [18], [19], [20], [21], [22], [23], [24]. For the

class of Bayesian MM estimation considered here a good trade-off between performance and computational cost is

provided by the popular Interacting MM (IMM) estimator [25], [26]. To be more specific we will apply our further

development to the case of IMM algorithm as an example.

Let us consider now the state estimation problem for the above hybrid system model (1)–(4) without the presumed

knowledge of the transition probability matrix � = [� 1;�2; : : : ;�m]
0 with �i = [�i1; �i2; : : : ; �im]0 ; i =

1; : : : ; m; defined by (4). We assume that � is an unknown but time-invariant matrix with some given prior

distribution1 defined over the simplex of valid TPMs. In such a Bayesian framework we consider the problem of

finding recursively the posterior MMSE estimate �(k) = E
�
�jzk

�
of � for k = 1; 2; : : : ; and formulate the

following.

Bayesian TPM-Adaptive MM State Estimation. On receipt of the new measurement at time k:

� Run the MM algorithm with the previous state/covariance estimates, model probabilities�(k�1) and�(k�1)

to update the current state/ covariance estimates, model probabilities

� (k) = [�1 (k) ; : : : ; �m (k)]
0 with �i (k) , P

�
mi (k) j �; z

k�1
	

(5)

1If no prior information is available, uniform (non-informative) prior distribution may be used.
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and model likelihoods

� (k) = [�1 (k) ; : : : ; �m (k)]
0 with �j (k) , p

�
z (k) jmj (k) ; �; z

k�1
�

(6)

� Update the TPM estimate �(k) based on �(k � 1) and the new measurement information contained in the

TPM likelihood p
�
z (k) j�; zk�1

�
.

Note that this scheme is not restricted to the IMM algorithm only. Provided a feasible recursive TPM estima-

tor, as specified above, is available the adaptation scheme is applicable to various Bayesian MM state estimation

algorithms in a straightforward manner.

III. POSTERIOR PDF OF TPM

In this section we obtain recursive relationships for updating the TPM’s posterior PDF in terms of the model

probabilities and likelihoods, as defined by (5)–(6).

The TPM’s likelihood is

p
�
z (k) j�; zk�1

�
=

mX
j=1

p
�
z (k) jmj (k) ;�; z

k�1
�
P
�
mj (k) j�; z

k�1
	

=

mX
j=1

p
�
z (k) jmj (k) ;�; z

k�1
� mX
i=1

Pfmj (k) jmi (k � 1) ;�; zk�1gP
�
mi (k � 1) j�; zk�1

	

=

mX
j=1

�j (k)

mX
i=1

�ij �i (k � 1) = �0 (k)�0
� (k � 1) = �

0 (k � 1)�� (k) (7)

Then p
�
z (k) jzk�1

�
becomes

p
�
z (k) jzk�1

�
=

Z
p
�
z (k) j�; zk�1

�
p
�
�jzk�1

�
d�

=

Z
�
0 (k � 1)��p

�
�jzk�1

�
d� = �

0 (k � 1)� (k � 1)� (k) (8)

In the above, �(k � 1) and �(k) are computed by replacing the unknown � with its best estimate �(k � 1)

(conditioned on zk�1) available at the time. Thus, by the Bayes rule

p
�
�jzk

�
=

�
0 (k � 1)�� (k)

�0 (k � 1)� (k � 1)� (k)
p
�
�jzk�1

�
(9)

An analogous recursion for the marginal PDF p
�
�ijzk

�
of each row �

0
i; i = 1; : : : ;m of � is given by the

following.

Theorem 1: IfZ
�lp

�
�1; : : : ;�mjz

k�1
�
d�1 : : : d�i�1d�i+1 : : : d�m = �l (k � 1) p

�
�ijz

k�1
�

(10)

for l; i = 1; 2; : : :m; l 6= i then

p
�
�ijz

k
�
= f1 + �i (k) [�i � �i (k � 1)]0� (k)g p

�
�ijz

k�1
�

(11)
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where

�i (k) =
�i (k � 1)

�0 (k � 1)� (k � 1)� (k)
(12)

2

Proof: See Appendix.

Remark. It can be easily verified that the condition (10) is satisfied if� i; i = 1; : : : ;m are assumed independent.

However, it is in general much looser than the independence assumption.

Eq. (11) is the basis for various TPM estimators developed in this paper.

IV. MMSE ESTIMATION OF TPM

In view of (11), the estimation objective is to obtain a feasible algorithm for computing the conditional means

�i(k) = E
�
�ijzk

�
; i = 1; : : :m, which constitute the optimal estimate of � in the MMSE sense.

A. Optimal Algorithm

We consider first the case of a two-state (m = 2) Markov chain. Our algorithm is a corollary of the following

general result.

Proposition 1: Let � be a random variable with linear conditional likelihood function, i.e. given a data sequence

z(1); z(2); : : :

p
�
z(k)j�; zk�1

�
_ �(k) + 
(k)�; k = 1; 2; : : : (13)

where �(k) = � [z(k)] and 
(k) = 
 [z(k)] are non-random functions of the observations z(k). Then the op-

timal MMSE estimator �(k) = E
�
�jzk

�
can be computed via the following recursive algorithm (with �

(n)
(l) ,

E[�njzl]):

� Initialization: �
(k)

(0) = E[�k]; k = 1; 2; : : :

� For k = 1; 2; : : :

For l = 1; 2; : : : ; k

�
(k�l+1)

(l) = �(l)�
(k�l+1)

(l � 1) + 
(l)�
(k�l+2)

(l � 1) (14)

2

Proof: By the Bayes rule and (13)

p
�
�jzl

�
= [�(l) + 
(l)�] p

�
�jzl�1

�
; l = 1; 2; : : :

Then for each n = 1; 2; : : :

�
(n)

(l) = E
�
�njzl

�
=

Z
�np

�
�jzl

�
d�

= �(l)

Z
�np

�
�jzl�1

�
d� + 
(l)

Z
�n+1p

�
�jzl�1

�
d�

= �(l)�
(n)

(l � 1) + 
(l)�
(n+1)

(l � 1)

The algorithm’s recursion (14) thus follows.
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1) Optimal TPM Estimator: Now let � =

2
4 �1 1� �1

1� �2 �2

3
5 for �i 2 [0; 1] ; i = 1; 2: Then (11) reads in

terms of �i as

p
�
�ijz

k
�
=
�
1 + 
i (k)

�
�i � �i (k � 1)

�	
p
�
�ijz

k�1
�
= f

�
1� 
i (k) �i (k � 1)

�
| {z }

�i(k)

+
i (k) �igp
�
�ijz

k�1
�

(16)

with


i (k) = �i(k) [�i (k)� �i (k)] (17)

where i = 2 if i = 1 and i = 1 if i = 2: It is seen from (16) that the likelihoods p
�
z(k)j�i; zk�1

�
are linear in �i

(i.e. in the form of (13)). Thus by applying Proposition 1 one has the following.

Algorithm 1 (Optimal TPM Estimator)

� Initialization: �
(k)

i (0) = E[�ki ]; k = 1; 2; : : :

� For k = 1; 2; : : :

For i = 1; 2 (possibly in parallel)

For l = 1; 2; : : : ; k

�
(k�l+1)

i (l) =
�
1� 
i (l) �i (l � 1)

�
�
(k�l+1)

i (l � 1) + 
i (l) �
(k�l+2)

i (l � 1) (18)

where the measurement functions 
 i (k) ; i = 1; 2 are computed through (17).

2) Implementation Issues: This algorithm requires a knowledge of all moments �
(2)

i (0), �
(3)

i (0), : : :, �
(k)

i (0),

: : : of the TPM’s prior PDF, which are in general nonzero. In such cases the algorithm may become infeasible

for large k since the recursion (18) apparently requires computation and memory which increase linearly with k

(Figure 1). The news is, however, not too bad. First the algorithm is finite for priors with a finite number of nonzero

moments, and second, the exact formulation would still allow various approximations to be done in order to provide

tractable and efficient implementations for the other cases. Another doubtless use of the optimal algorithm is for

off-line identification of TMPs in the MM algorithms’ design.

Some techniques to limit the computation/memory of the algorithm are:

� “Sliding window” (SW): Run the recursion (18) for l = k� s+1; k� s+2; : : : ; k, where the window length

s is fixed. This is a common technique in adaptive estimation. In our algorithm it is virtually equivalent to

ignoring the moments of order higher than s:

� “Freezing” the steady estimate: Run the optimal TPM estimator until steady state of the estimate is reached

(depending on the allowable computational resources) and then stop adaptation. This variant relies heavily on

the assumption of a constant TPM and the algorithm’s convergence rate.

� Combined (Exact/SW) implementation: More sophisticated and more accurate is to run the optimal estimator

until reaching some allowable level of computation/memory and continue afterwards with sliding window

mode. Running the optimal estimator initially is intended to speed-up the convergence of the subsequent SW.
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�
(1)

(0) �
(2)

(0) �
(3)

(0) : : : �
(k)

(0) �
(k+1)

(0) : : :

�
(1)

(1) �
(2)

(1) : : : �
(k�1)

(1) �
(k)

(1) : : :

�
(2)

(2) : : : �
(k�1)

(2) �
(k)

(2) : : :

: : : : : : : : : : : :

�
(1)

(k � 1) �
(2)

(k � 1) : : :

�
(1)

(k) : : :

: : :

Fig. 1: Optimal Algorithm

figure

The optimal algorithm derived in this section not only provides a solution for the 2-mode case, but also reveals

some inherent computational difficulties of the optimal MMSE estimator, which stem from the dependence of the

estimator gain (variance) at time k on all moments of the prior distribution of order up to k. Thus, for the general

case of a Markov chain with m � 2, addressed later, we indispensably focus on various approximation techniques

to obtain feasible TPM estimators. Of particular interest for its simplicity is the second-order approximation of the

optimal Algorithm 1, which we derive next.

B. Second-Order Approximate Algorithm

In the sequel we consider the general case with m � 2.

First, it follows from (11) that

�i (k) =

Z
�ip

�
�ijz

k
�
d�i

=

Z
�ip

�
�ijz

k�1
�
d�i + �i (k)

Z
�i [�i � �i (k � 1)]

0
� (k) p

�
�ijz

k�1
�
d�i

= �i (k � 1) + �i (k)

Z
[�i � �i (k � 1)] [�i � �i (k � 1)]0 p

�
�ijz

k�1
�
� (k) d�i

= �i (k � 1) + �i (k) cov (�ijk � 1)� (k) (19)

Similarly, after straightforward manipulations, we have for the covariance (see Appendix):

cov (�ijk) = cov (�ijk � 1)� �icov (�ijk � 1)� (k)�0 (k) cov (�ijk � 1) �i

+ �i

Z
[�i � �i (k � 1)] [�i � �i (k � 1)]

0
[�i � �i (k � 1)]

0
� (k) p

�
�ijz

k�1
�
d�i (20)

Under the approximating assumption that the third central moments of p
�
�ijzk�1

�
in (20) are zero we obtain

the following second-order approximate MMSE estimator for the TPM.

Algorithm 2 (Second-Order TPME)
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� Initialization: �i (0)= E [�i] ; �i (0) =cov(�i)

� For k = 1; 2; : : :

e� (k) =
� (k)

�0 (k � 1)� (k � 1)� (k)
(21)

For i = 1; 2; : : :m, (possibly in parallel)

�i (k) = �i (k � 1)�i (k � 1) (22)

�i (k) = �i (k � 1) + �i (k) e� (k) (23)

�i (k) = �i (k � 1)� �i (k) e� (k) e�0 (k) �0i (k) (24)

This estimator has a simple interpretation: at time k the old estimate f� i (k � 1) ; �i (k � 1)g summarizes the

previous information; e� (k) provides the new data information; �i (k) plays the role of the estimator gain in (23);

and the term �i (k) e� (k) e�0 (k) �0i (k) in (24) expresses the estimate’s covariance reduction resulting from the new

information.

Albeit intuitively appealing and practicable, this algorithm may unfortunately have numerical problems in keep-

ing the estimated TPM with rows summing-up to one and the non-negative definiteness of the covariances � i (k).

Precautions must be taken to prevent a possible divergence. This will be addressed in the simulation section.

C. Quasi-Bayesian Algorithm

To overcome the nontrivial numerical difficulties of the above moment-based approximation, another approach

to limit the computation/memory increase of the exact Bayesian estimator is introduced next. It is based on the

so-called Quasi-Bayesian approximation of [27] for estimation of finite mixtures.

Starting from (11)the likelihood of each � i, i = 1; : : : ; m can be represented (see Appendix) in the following

mixture form

f [z (k) j�i] = p
�
z (k) j�i; z

k�1
�
=

mX
j=1

�ijgij (k) (25)

where

gij (k) = gij [z (k)] = 1 + �i (k) [�j (k)� �
0
i (k � 1)� (k)] (26)

Thus for each �i; i = 1; : : : ; m our TMP-estimation problem can be boiled down to a well known classifica-

tion problem referred to as prior probability estimation (PPE) of finite mixtures [28], [29], or to as unsupervised

learning [27], in a more general statistical setting.

1) QB Prior Probability Estimation: The PPE problem can be stated as follows: For the finite mixture model

f [z(k)j�] =
mX
j=1

�jgj [z(k)] ;

mX
j=1

�j = 1; �j 2 [0; 1] (27)

with known mixture component PDFs gj [z(k)], estimate the unknown probabilistic weights � j ; j = 1; : : : ; m

given a sequence of independent observations z(1); z(2); : : : ; z(k); : : : with PDF f [z(k)j�] :
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There exist a number of publications and results in solving this problem, see e.g. [28], [29], [30], [27]. For

the Bayesian framework of the TPM estimation, adopted in this work, the approach of Quasi-Bayesian (QB) PPE

estimation [30] appears the fittest, since it provides a quasi-posterior mean of the PPE, and thus meets our MMSE

TPM estimation objective exactly.

The QB approximation relies on the assumption of the Dirichlet distribution (DD) [31] for the mixture’s prior

probabilities � = (�1; : : : ; �m). The DD is defined by2

D (�;�1; : : : ; �m) =
� (�1 + �2 + : : : + �m)

� (�1) � (�2) : : :� (�m)

mY
j=1

�
�j�1
j

with parameters �j � 0; j = 1; : : : ;m: It can be viewed as a multivariate Beta distribution, which is natural for �

due to the unit simplex requirement
Pm

j=1 �j = 1; �j 2 [0; 1]:

On receipt of a measurement, e.g. z(1), from the mixture (27) the Dirichlet prior p(�) yields a posterior p(�jz 1)

which is a weighted sum of m DDs. Such a splitting leads in time to a weighted sum with an ever increasing

number of DD components [27]. The essence of the QB approach is to approximate at each time step the posterior

weighted sum ofmDDs by a single DD. Thus the subsequent updating of the posterior takes place within the family

of DDs, and calculating sequentially the quasi-posterior means � j (k) ; j = 1; 2; : : :m becomes straightforward.

This scheme is elaborated in [30] and [27]. The resulting QB procedure for the PPE problem (27) computes � j (k)

recursively via

�j (k) =
1

k + � (0)
�j (k) (28)

�j (k) = �j (k � 1) +
�j (k � 1) gj (k)Pm
l=1 �l (k � 1) gl (k)

(29)

where �j (0) > 0 and � (0) =
Pm

j=1 �j (0).

In can be noted that the underlying idea of the QB approximation is similar to that of the GPB1 approach for

MM state estimation [15] where at each time-step the branching weighted sum of Gaussians is approximated by a

single Gaussian, and thus the state estimate update is limited to the class of single Gaussians.

2) QB TPM Estimation: By applying the QB algorithm of [30] given by (28)–(29) to the TPM estimation

problem, formulated via (25)–(26) as mixture estimation for each � i; i = 1; : : : ; m we obtain the following.

Algorithm 3 (Quasi-Bayesian TPME)

� A priori parameters:

�i (0) = [�i1 (0) ; �i2 (0) ; : : : ; �im (0)]0 (30)

�i (0) =

mX
j=1

�ij (0) ; i = 1; 2; : : : ; m; �ij(0) � 0 (31)

2Note that the DD is m � 1 dimensional (defined over the (m� 1)-dimensional unit simplex) since �j are linearly dependent, e.g. �m =

1� (�1 + : : :+ �m�1) :
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� Initialization:

�i (0) =
1

�i (0)
�i (0) ; i = 1; 2; : : : ; m (32)

� For k = 1; 2; ; : : :

For i = 1; 2; : : :m (possibly in parallel)

For j = 1; 2; : : :m

gij (k) = 1 + �i (k) [�j (k)� �
0
i (k � 1)� (k)] (33)

�ij (k) = �ij (k � 1) +
�ij (k � 1) gij (k)Pm

j=1 �ij (k � 1) gij (k)
(34)

�ij (k) =
1

k + �i (0)
�ij (k) (35)

where �i (k) is given by (12).

Note that the necessary parameter vectors�i (0) represent the un-normalized a priori TPM vectors� i (0) and are

normalized through (32) so that the initial TMP estimate belongs to the unit simplex of valid stochastic matrices.

Regarding the initialization of the algorithm the following property of the DD is very useful in practical application:

if its parameters are chosen as �1 = �2 = : : : = �m = 1 it coincides with the uniform distribution over the unit

(m� 1)-dimensional simplex. Thus, if no a priori information about the TPM is available, the QB-TPM estimator

is naturally initialized with the non-informative (uniform) prior, which in view of (32) gives � ij (0) = 1=m ; i; j =

1; : : : ;m: The QB algorithm is extremely simple for implementation and requires moderate amount of computation.

The convergence properties of the QB approach are discussed in [27] and the relevant references therein.

D. Numerical-Integration Algorithm

Finally, we consider another, probably the most straightforward approach to TPM estimation — implement

the PDF update Eq. (9) numerically over a finite grid of valid transition probability matrices and then calculate

the posterior mean’s estimate by numerical integration using the posterior PDF over the grid set. The resulting

algorithm for N grid TPMs �(s); s = 1; 2; : : : N is:

Algorithm 4 (Numerical-Integration TPME)

� Initialization:

�(0) =
1

N

NX
s=1

�(s)p(s) (0) where p(s) (0) , P
n
�(s)

o
� For k = 1; 2; ; : : :

p(s) (k) =
�
0 (k � 1)�(s)

� (k)

�0 (k � 1)� (k � 1)� (k)
p(s) (k � 1) ; s = 1; 2; : : : ; N

�(k) =
1

N

NX
s=1

�(s)p(s) (k)

Note that this algorithm implements directly the general TPM’s recursion (9) rather than its decoupled version

(11) valid under the additional assumption (10) in Theorem 1. Apparently the decoupled version of the algorithm
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(i.e. that based on (11)) can be implemented in completely the same manner. It has a substantially reduced compu-

tational load in comparison with the fully coupled Algorithm 4.

V. SIMULATION RESULTS

In this section we evaluate the performances of TPM-adaptive IMM algorithms, based on different TPM-estimators.

Two typical applications of Markov switching models are simulated� systems subject to measurement failures and

maneuvering target tracking.

A. Example 1: System with Failures

Under consideration is a scalar dynamic system described by

x (k + 1) = x (k) + w (k)

z(k) = m(k)x(k) + [100� 90m(k)] v(k)

with x(0) � N (0; 202); w(k) � N (0; 22); v(k) � N (0; 1): The Markov model of switching is:

m(k) 2
n
m(1); m(2)

o
= f0; 1g ; �1 (0) = �2 (0) = 0:5

�ij = P
n
m(k + 1) = m(j)jm(k) = m(i)

o
; i; j = 1; 2

Note that m(k) = 0 corresponds to a measurement failure at k.

The following five IMM algorithms were implemented:

� Exact TPM: two-model IMM with the true TPM;

� Non-Adaptive TPM: an IMM with a typical design of TPM with diagonally-dominant elements: � 11 = �22 =

0:9;

� Optimal TPM-Adaptive: the IMM using the optimal TPM estimator (Algorithm 1);

� Second-Order TPM-Adaptive: the IMM using Algorithm 2. To avoid divergence the estimate is truncated

within [�; 1� �] ; � = 0:001 if necessary3, and at the instance of truncation the variance � 2 (k) is reset to

�2 (0) :

� Numerical TPM-Adaptive: the IMM using the decoupled version of Algorithm 4 with 50 grid vectors for each

row.

Two scenarios were simulated. In the first (fixed-TPM) scenario the true TPM was chosen with � 11 = 0:6; �22 =

0:15: It describes situations with frequent measurement failures. In each run a true mode switching sequence was

generated according to the true TPM. A sample sequence generated by this transition model is

010001101010000100001010100000101001010001000000010100010000000100010001000100100000101

This can be interpreted as receiving measurements occasionally with unknown (random) sampling rate.

3Practically this occurred rarely (about once per 100 runs with 60 scans each).
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Results from 1000 Monte Carlo runs of this scenario are shown in Figures 2 and 3. The estimation accuracy of

TPM and state estimation is evaluated in terms of mean absolute error (MAE) – the absolute value of the actual

error, averaged over runs. Figure 2 illustrates the convergence of the TPM estimators. Figure 3 shows that in case

of a mismatch regarding the TPM the adaptive algorithms perform better than the typical IMM design (with � 22

fairly largely mismatched in this scenario).
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Fig. 2: Convergence of TPM Estimators
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The second scenario is random (random-TPM). In each run the true TPM was randomly chosen from the set of

valid TPMs. Its sampling was done assuming uniform distribution of the TPMs. The purpose of this scenario is to

provide an as fair as possible comparison of the algorithms over an ensemble of different system failure scenarios.

Results from 2000 MC runs are shown in Figure 44. The performances of the adaptive algorithms are better

4The errors of the numerical and optimal algorithms are indistinguishable in this plot resolution.
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again.

B. Example 2: Maneuvering Target Tracking

We considered a very simplified illustrative example of moving target with Markov switching acceleration. The

one-dimensional target dynamics is given by2
4 p

v

3
5 (k + 1) =

2
4 1 T

0 1

3
5
2
4 p

v

3
5 (k) +

2
4 T 2=2

T

3
5 [a (k + 1) + w(k + 1)]

where p; v and a stand for the target position, velocity and acceleration respectively and w models “small” per-

turbations in the acceleration. p (0) � N
�
80000; 1002

�
; v(0) � N

�
400; 1002

�
and w (k) � N

�
0; 22

�
is white

noise sequence independent of p (0) and v (0). The acceleration process a (k) is a Markov chain with three states

a1 = 0; a2 = 20; a2 = �20 and initial probabilities �1 (0) = 0:8; �2 (0) = �3 (0) = 0:1: The sampling period is

T = 10:

The measurement equation is

z (k) = x (k) + �(k)

where the measurement error �(k) � N
�
0; 1002

�
is white noise.

Four IMM algorithms were implemented:

� Exact-TPM: IMM knowing the true TPM;

� Non-Adaptive: IMM with a typical design of fixed TPM with diagonally-dominant elements: � ii = 0:9; �ij =

0:05 for j 6= i; i; j = 1; 2; 3;

� QB-Adaptive: IMM using the Quasi-Bayesian TPM estimator (Algorithm 3). The initialization was done with

�ij (0) = 0:01; i; j = 1; 2; 3:
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� NI-Adaptive: IMM using a decoupled version of the Numerical Integration TPM estimator (Algorithm 4) with

a number of grid vectors for each row N = 231.

We ran first the four algorithms on various scenarios with fixed true TPM. The results are scenario-dependent.

A specific problem arises sometimes from the small sample size (60 scans in each run) — some of the random

switching histories may not contain statistically sufficient information to well estimate all elements of the TPM. It

was also noted that for some parameters of the dynamic system (e.g. very small jumps, very large measurement

noise, or very high sampling rate) the TPM may become not identifiable. See [27] for a discussion on the finite

mixture identifiability.

For the above chosen set of model parameters the algorithms converged successfully, although the convergence

of the TPM appeared sometimes rather slower than desirable. In all cases the convergence and accuracy of the

numerical integration algorithm were more satisfactory. To obtain an overall evaluation we ran the algorithms over

an ensemble of TPMs, randomly (uniformly) chosen from the set of all valid TPMs.

Results from 1000 MC runs are presented in Figures 5 through 7. The adaptive IMMs show better overall

performance than the non-adaptive one. Clearly, in quite a lot of the runs the fixed TPM of the latter is mismatched

with the true one, while the adaptive algorithms provide better estimated TPM. This indicates that for situations

where the target behavior can not be described by one TPM it is preferable to use an adaptive TPM.
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The relative computational load of the simulated IMMs 5 is given in Table I.

IMM QB 2nd-order NI

1 1.135 1.137 18.281

Table I: Computational Load

table

5This result for the 2-nd order algorithm is obtained, based on extrapolating the data from Example 1.
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VI. SUMMARY AND CONCLUSIONS

In this work we have obtained a feasible recursion for the posterior probability density function, and proposed

four different recursive algorithms for estimation/adaptation of the transition probability matrix in multiple model

estimation for Markov jump systems. They all utilize the approximation of the TPM likelihood, available from

most MM state estimators and differ in the way they compute the MMSE estimate (posterior mean) of the TPM.

� The optimal TPM estimator has exhibited the best accuracy in simulation. However its computational com-

plexity increases linearly with time. Techniques for limiting its computation/memory have been discussed.

� The second-order approximate TPM estimator truncates higher order moments of the TPM posterior PDF.

The estimator is computationally attractive, but divergence could sometimes occur, because the computed

covariance may loose non-negative definiteness or the estimate may leave the TPM validity set. Precautions
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must be taken in application.

� The Quasi-Bayesian TPM estimator updates the estimates within the class of Dirichlet distributions. It is

simple for implementation and has almost negligible computational load. As compared with the numerical

integration TPM estimator it is less accurate and its convergence is slower. The differences, however, are not

substantial.

� The numerical integration TPM estimator computes the estimates via numerical updating of the posterior TPM

PDFs. While showing best accuracy and convergence among the approximate algorithms, even with a very

coarse grid, its computational burden may become prohibitive for high dimensional problems.

In general, as illustrated by simulations, the proposed TPM-adaptive MM estimation can in principle be efficient

when the TPM of the switching Markov chain is unknown, but identifiable. The identifiability of the TPM of MJS

is a serious and important issue, which requires a further study.

APPENDIX

Proof of Theorem 1.

Denoting d�=d�i = d�1 : : : d�i�1d�i+1 : : : d�m we have, in view of (9), that

p
�
�ijz

k
�
=

Z
p
�
�jzk

�
d�=d�i =

Ai

�0 (k � 1)� (k � 1)� (k)
(40)

where

Ai =

Z
�
0 (k � 1)�� (k) p

�
�jzk�1

�
d�=d�i

Then

Ai =

Z mX
l=1

�l (k � 1)�0
l� (k) p

�
�jzk�1

�
d�=d�i =

mX
l=1

�l (k � 1)

Z
�
0
lp
�
�jzk�1

�
d�=d�i� (k) (42)

Further, accounting for (10)

Ai =

�X
l6=i

�l (k � 1)�0
l (k � 1) + �i (k � 1)�0

i

�
� (k) p

�
�ijz

k�1
�

=

� mX
l=1

�l (k � 1)�0
l (k � 1) + �i (k � 1)�0

i � �i (k � 1)�0
i (k � 1)

�
� (k) p

�
�ijz

k�1
�

=

�
�
0 (k � 1)� (k � 1)� (k) + �i (k � 1) [�0

i � �
0
i (k � 1)]� (k)

�
p
�
�ijz

k�1
�

(43)

Thus (11) follows from (40) and (43)

�

September 6, 2002 DRAFT



SUBMITTED TO IEEE TRANSACTIONS ON SIGNAL PROCESSING: FEBRUARY 2002 18

Proof of (20):

cov (�ijk) =
Z

[�i � �i (k)] [�i � �i (k)]
0
p
�
�ijz

k
�
d�i

=

Z
f[�i � �i (k � 1)]� �icov (�ijk � 1)� (k)g f[�i � �i (k � 1)]� �icov (�ijk � 1)� (k)g0

�
p
�
�ijz

k�1
�
+ �i [�i � �i (k � 1)]

0
� (k) p

�
�ijz

k�1
�	

d�i

= cov (�ijk � 1)� �icov (�ijk � 1)� (k)�0 (k) cov (�ijk � 1) �i

+ �i

Z
[�i � �i (k � 1)] [�i � �i (k � 1)]0 [�i � �i (k � 1)]0� (k) p

�
�ijz

k�1
�
d�i

�

Proof of (25) with (26):

From (9) and (12)

p
�
z (k) j�i; z

k�1
�
= 1 + �i(k) [�i � �i (k � 1)]

0
� (k) = �i(k)�

0
i� (k) +

�
1� �i(k)�i (k � 1)

0
� (k)

�
=

mX
j=1

�i(k)�ij�j +
�
1� �i(k)�i (k � 1)

0
� (k)

�
=

mX
j=1

�
�i(k)�j +

�
1� �i(k)�i (k � 1)

0
� (k)

�	
�ij

=

mX
j=1

�
1 + �i(k)

�
�j � �i (k � 1)

0
� (k)

�	
�ij

�
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