LSUEE 7700-2 Homework 4 sowtion Due: 14 April 2008

For the following assignment read the description of the GeForce 8 in Erik Lindholm, Mark
J. Kilgard, Henry Moreton, “A User-Programmable Vertex Engine,” SIGGRAPH 2001, p.149-158
and also read the description of the GeForce 6800 in John Montrym and Henry Moreton, “The
GeForce 6800,” IEEE Micro Magazine, vol. 25, no. 2, March 2005, pp. 41-51. Both papers are
linked to the course references page, http://wuw.ece.lsu.edu/gp/ref] and require a password if
accessed from outside 1lsu.edu.

Problem 1: According Montrym 2005 the GeForce 6800 was designed specifically so that a par-
ticular resource would likely be the bottleneck. (They don’t use the word bottleneck.)

Ideally there would be no bottlenecks, but there is no way a particular GPU design could have
no bottlenecks for all of the different code that might run on it. This resource we are talking about
is an expensive one so the designers don’t want it idle unless there is nothing to do.

(a) What is the resource?
The resource is memory bandwideh.

(b) Suppose that for some candidate design and GPU code the resource is not the bottleneck. How
might the design make the resource the bottleneck by adding to other parts of the design. (Be
reasonably specific.)

SUPPOSQ he p'\pe\mé 1S &QQQSS\T\g 108 of memory, me‘ApS eomb‘m'mg four different textures in some elaporate bump
mapping seneme. Further suppose that the pipeline is running at full speed but memory bandwidth is not completely
DQU\g used hecause Somethmg alse is the bottleneck. SUPPOSQ That bottlenack is & p‘QQQ of code in the T\"‘ngQm shader
that's try'mg 1o do the qu\/&\@m of a shift-and-mask OPQYE!.UOT\ us‘mg OT\\y ﬂoat'mg—po'mt instructions. The bottleneck
could be removed b\/ addmg thgQY Tragment shader instructions. Another Opt\OY\ would be to add additional Tragmem
processors (th()ut &deg more memory POWS).

Problem 2: Compare the vertex processor design in the GeForce 3 and the GeForce 6800.

(a) Describe two interesting similarities and two interesting differences between them.
Solution g\VQT\ in next p&ft.

(b) For each difference explain why the design changed. Try to be reasonably specific.

S'\m'\\ar'\ty: Both include & veetor functional unit Tor most ﬂoat'mg—po'mt instructions and & SpQQ'\Q\ function unit for
\()ﬂg-\MQﬂQy sealar OPQYQUOY\S such as FQleYOQ‘A\.

Similarity: Both use quad data types.

S'\m'\\ar’\ty'. Both have the same register organization (QOﬂSt&ﬂtS, t@mpormms, 'mput registers, OUIPU[ YQg\StQYS).

Difference: The 6800 vertex processor Nas a texture unit.

Raason: To enable grapmes teehmques in which a texture is used to SpQQ\W som@tmng apout a vertex, for examp\e,
10 displace it slightly.

Ditference: In the 3-series all instructions take the same amount of time, in the 6800 series the SPQQ'\Q\-UNI ingtructions
can take \ongo,r.

Reason: In the 3-series extra St&gQS may nave been added To the vector instructions so that U\Qy would take as \()ﬂg
as the SpQQ\&\ instructions; with QﬂOUgh threads this does not hurt performane@ and it s'\mp\'mes the control \Og\Q. Since
The 6800 has fexture access it has even grQQIQT variation in execution time, QSPQQ\Q\\y QOT\S'\GQT'\Y\g Texture cache misses,
and so the control \Og\Q would have to be able 1o deal with '\YYQgU\&Y eomp\@t'\on times. It the control \()g'\Q can deal with
\HQ%U\M Qompm'\on Times there is no need to PQG The veetor unit with extra St&gQS.

Difference: The 6800 vertex processor can execute branches, the 3-series can't.

More elaborate vertex shaders f@qu@ pranches.

Problem 3: The 6800 has six vertex processors, each operating independently, as an MIMD
(multiple instruction, multiple data) group. An alternative would be to operate the six vertex
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processors as an SIMD (single instruction, multiple data) group, that is, a single PC would be used
for all six VPs. (This has nothing to do with multithreading).

There are certain additions to the instruction set of the 6800 that would not be nearly as useful
if the six VPs operated as an SIMD group.

(a) What are those extensions?
Branches.
(b)) Why would SIMD make it difficult?

Because in an SIMD array all processors get the same instruction and so 1t difficult Tor some to have executed a
taken branch and some to have executed & not-taken branch.



