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Modal analysis and coupling in metal-insulator-metal waveguides
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This paper shows how to analyze plasmonic metal-insulator-metal waveguides using the full modal structure
of these guides. The analysis applies to all frequencies, particularly including the near infrared and visible
spectrum, and to a wide range of sizes, including nanometallic structures. We use the approach here specifically
to analyze waveguide junctions. We show that the full modal structure of the metal-insulator-metal (MIM)
waveguides—which consists of real and complex discrete eigenvalue spectra, as well as the continuous
spectrum—forms a complete basis set. We provide the derivation of these modes using the techniques devel-
oped for Sturm-Liouville and generalized eigenvalue equations. We demonstrate the need to include all parts of
the spectrum to have a complete set of basis vectors to describe scattering within MIM waveguides with the
mode-matching technique. We numerically compare the mode-matching formulation with finite-difference
frequency-domain analysis and find very good agreement between the two for modal scattering at symmetric
MIM waveguide junctions. We touch upon the similarities between the underlying mathematical structure of
the MIM waveguide and the P7 symmetric quantum-mechanical pseudo-Hermitian Hamiltonians. The rich set
of modes that the MIM waveguide supports forms a canonical example against which other more complicated
geometries can be compared. Our work here encompasses the microwave results but extends also to
waveguides with real metals even at infrared and optical frequencies.
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I. INTRODUCTION

Waveguides have long been used to controllably direct
energy flow between different points in space. Understanding
the way waves propagate in waveguides led to a multitude of
creative designs—all the way from the pipe organ to light
switches used in fiber-optic communications. In optics, re-
cently there has been a growing interest in making use of the
dielectric properties of metals to guide electromagnetic en-
ergy by using subwavelength-sized designs that work in the
infrared and the visible bands of the spectrum. One of the
motivations for doing photonic research using metals is to
find the means to integrate electronic devices with sizes of
tens of nanometers with the relatively much larger optical
components—so that some of the electrons used in the com-
munication channels between electrical circuitry can be re-
placed by photons for faster and cooler operation.'

Whereas the use of metals for directing electromagnetic
energy is relatively new in optics, subwavelength guiding of
light by metals is the norm in the microwave domain. Even
though the permittivity of metals can be large in magnitude
at both microwave and optical frequencies, the characteris-
tics of the permittivity are quite different in the two fre-
quency regimes.

In the microwave regime, electrons go through multiple
collisions with the ions of the lattice during an electromag-
netic cycle according to the phenomenological Drude model
of electrons. Therefore, the electron movement is a drift mo-
tion where the velocity of electrons is proportional to the
applied field strength (Ref. 2, Chap. 1). As a result, the in-
duced dipole moment density and hence the permittivity is a
large negative® imaginary number. On the other hand, at op-
tical frequencies below the plasma oscillation frequency,
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electrons go through a negligible number of collisions during
an electromagnetic cycle, and this time acceleration of elec-
trons is proportional to the applied field strength, which then
results in a permittivity that can be substantially a large real
negative number. Above the plasma frequency, the induced
dipole moment density is very low and the permittivity is
predominantly a positive real number less than one (Ref. 4,
Chap. 9).

The dielectric slab and the parallel-plate (i.e., consisting
of two parallel perfectly conducting metal plates)
waveguides are the two canonical examples of waveguiding
theory. If we have a layered metal-insulator-metal (MIM)
geometry, it is possible to smoothly transition from the di-
electric slab to the parallel-plate waveguide by reducing the
frequency of operation, and therefore varying the metallic
permittivity €,,.

At frequencies above the plasma frequency, the metal has
a permittivity €, <<1 whereas the insulator has €,=1. We
illustrate the geometry in the inset of Fig. 1.

The physical modes that the dielectric slab waveguide
supports fall into two sets: guided modes and radiation
modes (Ref. 5, Chap. 1). Guided modes consist of a count-
able finite set, i.e., there is only a finite number of discrete
guided modes. Radiation modes consist of a noncountable
infinite set, i.e., they form a continuum. The combination of
these two sets of modes form a complete and orthogonal
basis set.

Now suppose that we change our operation frequency to
one which is very close to the dc limit, where €, is an arbi-
trarily large negative imaginary number. In this limit, we can
approximate the metal as a perfect electric conductor (PEC)
where |€,,|—%. Such an approximation then gives us the
parallel-plate waveguide of the microwave domain. Unlike
the dielectric slab, the parallel-plate geometry is bounded in
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FIG. 1. The change in the metallic permittivity (e,,) as the fre-
quency of operation (w) is varied leads to an evolution from the
parallel-plate waveguide at low frequencies to the dielectric slab
waveguide at high frequencies for the two-dimensional metal-
insulator-metal geometry. We are assuming that €, is a Drude
model metal, where 7 is the average time between collisions among
the ions of the lattice and the free electrons, and w, is the plasma
oscillation frequency.

the transverse dimension—fields are not allowed to penetrate
into the PEC. There are infinitely many discrete modes of the
parallel plate, all of which have sinusoidal shapes, and there
are no continuum modes. The collection of the infinitely
many discrete modes forms a complete orthogonal basis set.

In this paper we will investigate the modal structure of the
two-dimensional MIM waveguide in the infrared regime
where €, is primarily a large negative real number. The ge-
ometry of the MIM waveguide is exactly the same as the one
in the inset of Fig. 1. The only difference between the paral-
lel plate, MIM, and the dielectric slab waveguides is in the
numerical value of ¢,,, which depends on the frequency of
operation.

There have been numerous studies of the MIM waveguide
in the literature.-23 The fact that light can be guided within a
deep subwavelength volume over a very wide range of wave-
lengths is one of the primary reasons why the MIM geometry
has attracted so much attention. The full set of modes that the
MIM waveguide supports—real and complex discrete modes
as well as a continuous set of modes—has only very recently
been published.?® For other geometries, it has been shown
that, in general, waveguides support real, complex, and con-
tinuous sets of modes.?*~?® In this work, we will provide the
detailed mathematical framework to analyze the modal struc-
ture of the MIM waveguide and emphasize how it is a hybrid
between the parallel plate and the dielectric slab waveguides.

Operator theory will be the basis of the mathematical tool
set with which we will analyze MIM waveguides. In Sec. II
we will introduce the notation and make some definitions
pertaining to the operators in infinite-dimensional spaces. In
Sec. III we will derive the discrete and continuum modes
supported by the MIM waveguide and show that the under-
lying operators are pseudo-Hermitian. In Sec. IV we will
demonstrate that the modes we report form a complete basis
set via example calculations using the mode-matching tech-
nique. In Sec. V we will discuss our results and underline
some of the relevant developments in mathematics from both
quantum mechanics and microwave theory with the hope of
expanding our tools of analysis. Lastly, in Sec. VI we will
draw our conclusions.

II. SOME DEFINITIONS

Throughout the paper, we will be using nomenclature
from operator theory. In this section, we will define the ter-
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minology and introduce the notation which will be used in
the following sections.?® The reader well versed in operator
theory can directly skip to Sec. III.

A linear vector space is a space which is closed under the
operations of addition and of multiplication by a scalar. We
will call the elements of the space vectors. Spaces need not
be finite dimensional—infinite dimensional vector spaces are
also possible. For instance, the collection of all square-
integrable functions f(x) defined on an interval a<x<b
forms an infinite-dimensional vector space.

The inner product is a scalar valued function of two vec-
tors f and g, written (f|g) with the following properties:

(fle) = (el
(ayf+ a2g|h) = a’f(f|h) + a;(g|h),

fAH=>0

Here (-)* denotes complex conjugation, aj , are arbitrary
complex numbers, and f, g, and & denote arbitrary members
of the linear vector space S.

For the infinite-dimensional vector space of square-
integrable functions one possible definition of the inner prod-
uct is

if £#0.

b
)= f F g0, 0

A linear vector space with an inner product is called an inner
product space. In such spaces the norm of a vector f is de-
fined as

1Al = <Al )

This is also known as the £ norm to denote square integra-
bility in the sense of Lebesgue. By using the norm of a
vector space, we can define the distance between its vectors
fand g as d(f,g)=||f-g|l, which is always nonzero if f# g.
Here, d(f,g) is called the metric—the measure of distance
between vectors—of the inner product space. Suppose that F
and G are two subsets of the inner product space S and that
F is also a subset of G, i.e., FCGCS. Fis said to be dense
in G, if for each g € G and £>0, there exists an element f
e F where d(f,g) <e (Ref. 30, pp. 94-95).

A vector space S is complete if all converging sequences
of vectors f,(x) converge to an element f € S. An inner prod-
uct space which is complete when using the norm defined by
Egs. (1) and (2) is called a Hilbert space.

An operator L is a mapping that assigns to a vector f in a
linear vector space S; another vector in a different vector
space S,, which we denote by Lf (most often S;=8,). An
operator is linear if L(a f+a,g)=a,Lf+a,Lg for arbitrary
scalars ay; 5 and vectors f and g. The domain of an operator
L is the set of vectors f for which the mapping Lf is defined.
The range of an operator L is the set of vectors g=Lf for all
possible values of f in the domain of L. A linear operator is
bounded if its domain is the entire linear space S of vectors
f and if there exists a single constant C such that ||Lf]|
< CJ|f|l. Otherwise the operator is unbounded. The differen-
tial operator is a classical example of an unbounded operator
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FIG. 2. Classification of the spectrum for an operator in a gen-
eral space. Point spectrum is sometimes called the discrete
spectrum.

(Ref. 31, pp. 93-94). L is positive (negative) definite if
(fILFY>0({f|Lf)<O0) for all possible f. Otherwise, L is in-
definite.

A linear bounded operator L is said to be the adjoint of L
if for all f and g in S the condition (g|Lf)=(LTg|f) is satis-
fied. If L=L" then L is said to be self-adjoint. If the operator
L is unbounded, then the equality (g|Lf)=(L g|f) defines a
formal self-adjoint (Ref. 30, Sec. 3.4.1).

Suppose we have a set of orthonormal vectors {f,} which
span the Hilbert space 7. Then, we can expand any vector
g e H as g=2,(f,|g)f,. Similarly, any linear bounded opera-
tor L acting on g results in

Lg= 2 (fule)lfu= 2 FleXFullfi)fon

n,m

=2 fulfullF)flg)s

where we expanded Lf, in terms of the basis {f,,} to get to
the last line. Once we choose a complete orthonormal basis
set, we can describe the action of L on any vector g by the
product of an infinite-dimensional matrix with elements
(fn|Lf,) and an infinite-dimensional vector with elements
(f.|g)—a generalization of regular matrix multiplication.
The infinite-dimensional matrix is called the representation
of L in {f,}. If the matrix for L is diagonal, then we call that
the spectral representation (Ref. 32, p. 110).

The spectral representation for an operator L depends on
the study of the inverse of the operator L—\, which we will
denote by (L—\)~!, for all complex values of N (Ref. 32, p.
125). Let the domain and range of L be denoted by D, and
R ;. The point (discrete) spectrum is the set of N for which
(L—\)~" does not exist. The continuous spectrum is the col-
lection of \ for which (L—\)~! exists and is defined on a set
dense in R;, but for which it is unbounded. The residual
spectrum is the collection of \ for which (L—\)~" exists (it
may or may not be bounded), but for which it is not defined
on a set dense in R;. The spectrum of L consists of values of
N\ which belong to either the point, continuous or the residual
spectrum (Ref. 31, p. 371 and Ref. 33, p. 21). We summa-
rized the taxonomy of the spectrum in Fig. 2.

III. SPECTRUM

After having defined the necessary terminology, in this
section we will derive the modal structure (spectrum) of the
MIM waveguide. We will specifically focus on the even
modes of the waveguide, for which the transverse magnetic
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FIG. 3. (Color online) Geometry for the even modes of the MIM
waveguide. The x=0 plane contains a fictitious perfect electric con-
ductor to simplify the problem when dealing only with even TM
modes of the guide. This fictitious MIM waveguide is equivalent to
an actual guide with an insulator thickness of 2a. The inset shows
the equivalent symmetric junction of two MIM waveguides. The
dashed line in the inset is the plane of symmetry, which is where the
fictitious PEC layer is introduced.

(TM) field component is an even function of the transverse
coordinate, x. The reason why we focus on even modes is
that we will be analyzing the scattering of the main, even
mode of the MIM waveguide—which is also a TM mode—
off of a symmetric junction with a different sized MIM
waveguide. Due to the symmetry of the problem at hand,
even modes will be sufficient. We could also solve for the
case of the odd modes by a similar approach, but we omit
that explicit solution for reasons of space. Evenness of the
function is achieved by putting a fictitious PEC at the x=0
plane of the waveguide, which forces the tangential electric
field E, to be an odd function, and the magnetic field H, to
be an even function of x. In other words, the modes of this
fictitious waveguide with the PEC at x=0 are mathematically
the same as the even modes of the actual waveguide of in-
terest, and so we will work with this hypothetical waveguide
for our mathematics. The geometry is as shown in Fig. 3. €,
refers to the permittivity of the metal region and ¢; of the
insulator region. At infrared frequencies, €, is a complex
number with a large negative real part and a relatively small
imaginary part [the sign of which is determined by the time
convention used, being negative for an exp(iwr) time depen-
dence].

Let us begin with Maxwell’s equations for fields that have
an exp(iwt) time dependence,

V X E(r) = — iop(x)H(r),

V X H(r) = iwe(x)E(r). (3)

The MIM waveguide is a two-dimensional structure which
does not have any variation in the y direction. Therefore, we
can eliminate all the derivatives with respect to y in Max-
well’s equations. Furthermore, our study will be based on the
TM modes which only have the H,, E,, and E, field compo-
nents. Also, the uniformity of the waveguide in the z direc-
tion leads to exp(—ik,z) as the space dependence in z by
using the separation of variables technique for differential
equations (k, may, however, be a complex number). After
simplifying the curl equations in Eq. (3), we have the follow-
ing relationships between the different field components:
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d
iou(x)Hy(x) = ik E(x) + EEZ()C) ,

ik,H,(x) = iwe(x)E,(x),

%Hy(x) = iwe(x)E.(x). (4)

Using these equations we get the following differential equa-
tion for H,:

d 2
( e(x )d_ﬂd_ wZM(X)E(X))kaZHy, (5)
and since E.(0)=0 by the PEC wall at x=0, the boundary
condition for H, under Eq. (4) becomes % (%) [=0=0.
Equation (5) is in the Sturm-Liouville form (Ref. 30, Chap.
5).

A. Point spectrum

The standard approach (Ref. 30, Chap. 5) in the calcula-
tion of the point spectrum of a Sturm-Liouville equation as
in Eq. (5) starts with a redefinition of the space to £2—the
set of all weighted Lebesgue square-integrable functions
such that

| P <,

which implies that the boundary condition at 1nﬁnity should
be lim,_., H,(x)=0. The inner product in £, denoted by
(-] ) is then defined as

(flghe= f r (X)g(X)ﬂdx (6)
In order to have a definite metric for Le, the inner product
should be such that ((f|))>0 for all f# 0 so that the norm
of any nonzero vector will be a positive quantity. This in turn
implies that to have a definite metric, e(x) should be a real
and positive number for all x. Within the Hilbert space ob-
tained by our choice of the inner product ({:|-))., we can
write Eq. (5) as LH, :k2H .- The operator

L Puwe)

dx e(x) dx
is self-adjoint since ({(f|Lg)).={(Lf|g))c for all f and g as
long as €(x) € R and e(x) >0. One can then easily prove that
the point spectrum of L is purely real (Ref. 34, p. 50). The
lossless dielectric slab waveguide, which satisfies all the cri-
teria we mentioned, therefore has a purely real point spec-
trum.

Unfortunately, the arguments above fail for the MIM
waveguide system since the condition €(x)>0 is no longer
satisfied.?® The dielectric constants of metals can have nega-
tive real parts at some frequencies (e.g., in the infrared and
visible regions), and generally also have imaginary compo-
nents corresponding to loss, especially at optical frequencies.
We will now separately analyze the lossy and the lossless
metal cases.
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1. Lossless case

Since |[Im(e,)|<|Re(e,)| at infrared frequencies, it is
worthwhile investigating the case of real negative permittiv-
ity, i.e., €,=—|€,|. The standard Sturm-Liouville theory is
not applicable in this case because it requires the weighting
function e(x) to have the same sign over its entire domain of
definition (Ref. 34, p. 50). However, ;>0 whereas €, <0
for the MIM waveguide under the approximation of negli-
gible loss. The definition of the inner product (6) becomes
indefinite in this case since we can have ((f|f)).=0 for some
f#0. As a result, we no longer can operate in the Hilbert
space. The space of functions with an indefinite metric is
called the Krein space. In contrast to the Hilbert-space case,
the spectrum of the self-adjoint operators in Krein spaces is,
in general, not real (Ref. 35, p. 220). An early analysis of a
real Sturm-Liouville equation with a complex point spectrum
can be found in Ref. 36.

To prove that Eq. (5) accepts complex solutions even
when €(x) € R, let us work in the well-defined £? space with
an inner product as defined in Eq. (1). Because (-|-) is al-
ways definite, we are back in the Hilbert space, but L is no
longer self-adjoint in £2. Two integrations by parts’’ give L
as

= %(L)d—e(x) + o’ u(x) e(x)

with boundary conditions

Hy(-x)|x~>oo = 07

d
Ee(x)Hy(x)L(:O =0.

We see that L'=€'Le which makes L by definition
pseudo-Hermitian.®% It has been proved that a pseudo-
Hermitian operator does not have a real spectrum if Ei is
indefinite (Ref. 38, Th. 3).

Alternatively, we can approach the problem by defining

d 1 d
4 L4 2
dx e(x) dx @ )
and rewriting Eq. (5) as
k2
L'H,=~H,.
e

Using Eq. (1) it can be shown that L’ is self-adjoint in £ so
that

<Hy2|L, yl> = <L, y2|H)l>

which leads to the generalized eigenvalue problem for the
self-adjoint operators L’ and €' as

L'H =k e'H,,

where k is the eigenvalue. The point spectrum of the self-
adjoint generahzed eigenvalue problem will be complex only
if both L' and €' are indefinite (Ref. 40, p. 38). The indefi-
niteness of €' is trivial because epsilon can be a positive or
negative quantity now. To show that L’ is indefinite, observe
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that by using the boundary conditions in integration by parts,
one can get

dH, (x)|?

k)

()’

which can be positive or negative depending on the choice of
H,(x) € £L%. Therefore, L' is indefinite, and kg will accept
complex values. Note that the classification of the point
spectrum into the real and the complex categories is based on
k2 and not k.. Hence the set of modes w1th purely real and
negatlve k2 —are cat-
egorized as real modes in this approach.

jay= [ aiule o -
0

2. Lossy case

As we mentioned earlier, €,, has an imaginary part. As a
result, for those cases when neglecting the imaginary part of
€,, is not desired, L cannot be made self-adjoint by a redefi-
nition of the inner product. Therefore, the point spectrum—
the set of k for which (L—k> 2) does not have an inverse—
will be complex A general cla551ﬁcat10n of the spectrum for
non-self-adjoint operators is still an open problem (Ref. 35,
p. 301 and Ref. 41). Also, completeness of the spectrum is
difficult to prove. However, the MIM waveguiding problem
can be shown to have a spectrum which forms a complete
basis set even when L is non-self-adjoint (Ref. 30, pp. 333—
334, Th. 5.3).

3. Mode shape

The dispersion equation that should be solved in order to
find the k, values for the modes of the MIM waveguide is
derived by satisfying the continuity of tangential electric and
magnetic fields at material boundaries and applying the
boundary conditions. We refer the reader to Ref. 30, pp. 462—
470 and Refs. 8, 11, 14, 18, 22, and 23 for the details. The
eigenvectors (i,) and the dispersion equation for the corre-
sponding eigenvalues (kzn) of Eq. (5) for the even TM
modes of the MIM waveguide are

cosh(k; ,x)
— e 0<x<a
,(x) = Hp) cosh(x; ,a) (7)
e Fmal=d) g < x < oo,
K, ./ €
tanh(k; ,a) = - =", (8)
’ K,-’n/él-
kin = K%nqn + wz,u,em = Kin + wz,u,si, 9)

where Re(k,,,)>0 so that ¢,(x) does not diverge and is
integrable. Here n is a discrete index for the eigenvalues and
the eigenfunctions. Note that we have chosen to write the
modal shape in terms of the surface mode formulation of
Ref. 11, Sec. III. Surface modes are the main propagating
modes for the MIM waveguide and have hyperbolic modal
shapes. It is equivalently possible to describe the modes in
terms of oscillatory shapes using trigonometric
functions!'—analogous to the modes of the dielectric wave-
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guide. Analytical continuation of the modal parameters
(k;, Ky, k.) makes the two formulations equivalent.

B. Continuous spectrum

In this section, we will mathematically show how a con-
tinuous spectrum can exist?>?3 in the MIM waveguide and
relate it to the continuous spectrum of the dielectric slab
waveguide. The utility of the continuous spectrum will be
evident in the mode-matching analysis.

As clearly argued in Ref. 42, p. 16, the condition of
square integrability of the modes can be replaced by the
weaker condition of finiteness of the modes in their domain
of definition. For the MIM waveguide, this would imply a
nonzero, yet finite electromagnetic field at infinity. These
infinite-extent and, therefore, infinite energy continuum
modes (which can be normalized through the use of the
Dirac delta distributions as illustrated in Ref. 43, pp. 134-
135 and Ref. 44, pp. 141-148) are integrated to realize any
physically possible finite-energy field configuration. In this
respect, such an approach is similar to the well-known Fou-
rier transform methods, where finite-energy functions are ex-
panded in terms of the infinite energy exponentials.

Constraining fields to be finite, instead of zero, at infinity
leads to the following field profile:

cosh(k; ,x)

s 0<x<a
cosh(k; ,a)

b, (x) = (10)

cosh[Km,V(x -a)] a<x<o,

+ ¢ sinh[k,, (x —a)],

(= Ki’—ftanh(x,;,,a), (11)

K,/ €m

2 _ 2 2 _ 2 2
kz,v_ Kyt O UE, = K, + W7 UE;, (12)

which is calculated very similarly to the dielectric slab ex-
ample in Ref. 30, pp. 462—470. Here v is a continuous index
for different functions in the continuous spectrum. For finite
¢,, the arguments inside the hyperbolic functions for x>a in
Eq. (10) Kn.,» should be purely imaginary which implies that
Re(x? ) <0 and Im(K ,)=0. These conditions can be writ-

m, v

ten in terms of k_, by using Eq. (12) as
Re(kiy - w’pe,) <0 and Im(kiy - w’ue,) = 0.

Note that when Eq. (8) holds true, we have {=—1 in Eq. (11)
which makes Egs. (7) and (10) equivalent.

C. Residual spectrum

We saw that Eq. (5) is a second-order differential equation
which could also be written as LH, k H,, where L is a dif-
ferential operator. In Ref. 32, p. 200 1t is claimed that dif-
ferential operators have an empty residual spectrum, but a
proof is not provided. In Ref. 30, p. 224, the residual spec-
trum is said not to occur in most of the electromagnetic
applications, and in Ref. 30, p. 238, the residual spectrum is
said to be empty for typical differential operators, though it
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is highlighted that such a fact is not a general result. For Eq.
(5) we did not find any vectors belonging to the residual
spectrum of L.

D. Orthogonality relationships

Orthogonality and completeness are two very valuable
properties of modes, which make the mode-matching tech-
nique, to be discussed in Sec. IV, possible. Orthogonality of
the modes for the self-adjoint and non-self-adjoint cases are
usually expressed using different definitions of the inner
product. In this work, we will use the pseudoinner product,
[-]-], defined as (Ref. 40, p. 42)

[flg]= f f(x)g(x)dx.
0

It can be shown that two different eigenfunctions of L, ¢ (x)
and ¢2(x) corresponding to two different eigenvalues &
and k2 -, are pseudo-orthogonal with € '(x) weight (Ref. 45
p- 330 and Ref. 40, p. 47)

(€ ynlyn] =0. (13)

From Eq. (4) it can be seen that € "4, is proportional to the
transverse electric field component E, of the mode. There-
fore, the orthogonality condition can also be written as

f ) E(x)Hy,(x)dx = f E,(r) X Hy(r) - dA =0,
0 A

which is the well-known modal orthogonality condition
proved by the Lorentz reciprocity theorem (Ref. 46, p. 336),
where A denotes the cross section of the waveguide.

One can directly verify Eq. (13) by integration and using
Ky, |~ Ki 2 =K; | — K;, which is a result of Eq. (9). The follow-
ing orthogonality conditions between the elements of the
point (#,) and the continuous (¢,) spectrum can similarly be
proved

[e',|¢,]=0 for all n and v,

[e'¢,lp,]=0 for v# pu.

The orthogonality conditions talked about in this section
can also be described in terms of the biorthogonal relation-
ships between the eigenfunctions of the operators L and L' as
has been done in Ref. 30, Sec. 5.3 and Ref. 47. In Ref. 48
four examples which illustrate how to choose the weight of
the inner product definition so as to have orthogonal basis
functions are given.

In Secs. IV-VI, we will be working with fields at the
junction of two different waveguides. For notational abbre-
viation we will use the following convention:

e R}_ E{L R}
o LR}
{L R}~ H{
where {L, R} is used to denote the modes of the left and right

sides of the junction, which leads to the following orthogo-
nality condition

PHYSICAL REVIEW B 79, 035120 (2009)

TABLE 1. Adjectives.

Signifier Signified
Leaky Re(k,,) <0
Proper Re(k,,) >0
Improper Re(k,,)=0
Forward Re(k,)>0
Backward Re(k,) <0
[e ~({2,R}|h~§2R}] = BijQ{L,R} > (14)

where §;; is the Kronecker delta function and () is the over-
lap integral of the electric and magnetic transverse fields.

After the classification and analysis of the MIM wave-
guide modes, we will now visualize different parts of its
spectrum by finding the zeros of the respective dispersion
equations through the use of the argument principle method
as explained in Appendix A. We will use the adjectives in
Table I to further differentiate between the modes.

Leaky modes are not normalizable and are not part of the
spectrum. Proper modes can be normalized by the usual in-
tegration and they form the point spectrum. Improper modes
can be normalized by using the Dirac delta functions, 8(x).
They form the continuous spectrum. Forward modes have a
positive phase velocity, whereas the backward modes have a
negative phase velocity. We decide on the sign of Re(k,)
based on Im(k,): By definition, all modes are propagating in
the +z direction. Therefore, in the limit z—, the fields
should go to zero. Such a behavior is possible only if Im(k.)
is negative since the fields have an exp(-ik.z) dependence.
The argument principle method glves us the «,, value for the
modes. By using Eq. (9) we get the k value. We then calcu-
late (k2)'"? and choose the root which satisfies Im(k,) <0.
D1fferent definitions of forward and backward modes—
including the ones we use—are analyzed in Ref. 49. The
definition we use for the leaky modes is the same as the one
used in Ref. 5, Sec. 1.5.

In Fig. 4 the spectrum of an idealized lossless sﬂverhke
MIM waveguide is shown on the plane of K for e,
=-143.497, which is the real part of the permittivity of silver
at a wavelength \ of 1550 nm.”*>! There are four real modes
for 2a=N/4—TM,, TM,, TM,, and TMg—indexed accord-
ing to the number of zero crossings in H,. There is also an
infinite number of complex modes, which are those with
eight and more zero crossings in the insulator region. These
modes have a «,, with a positive real part that is rather small
compared to the imaginary part—this can also be deduced
from the scale of the imaginary axis of Fig. 4. The continu-
ous spectrum is illustrated by the thick line which corre-
sponds to Re(Kfn)<0 and Im(Kf”)=0. This line is also the
branch cut of the square-root function that is used to get «,,
from K,zn.

The field profiles of the modes in the insulator region, as
shown in the insets of Fig. 4, look quite similar to the field
profile of the even modes of a parallel-plate waveguide with
a plate separation of 2a. The even modes of a parallel-plate
waveguide have K =—n2ﬂ2/ a”. We plotted the correspond-
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FIG. 4. (Color online) Spectrum of the MIM waveguide for €,=—143.497 and 2a=\/4, where A=1550 nm is the wavelength of
operation. There are four real modes and an infinite number of complex modes, all denoted with the @ symbol. The thick line denotes the
continuous spectrum. Due to the fact that €, is real, complex modes come in complex-conjugate pairs. Insets show the H, mode shapes in
the x direction for the discrete spectrum (TM, through TMg) and the continuous spectrum (TMc; and TMc,)— solid lines in the insets are
the real part of the mode, dashed lines are the imaginary part. The locations of the drawn continuous modes are shown by the @ symbol.
Modes in the continuous spectrum are purely oscillatory in the x direction. Complex modes have a small decay, which is not visually
apparent in the inset for TMg. Arrows (1) denote the position of the modes of a parallel-plate waveguide with a separation of a—equivalent

to the limiting case #—0 in Fig. 8.

ing Kfn’n values on Fig. 4 by using Eq. (9). It can be seen that
such a description gives a quite good estimate of the location
of the modes on the complex Ki plane.

Ki=0 is the bifurcation point for the point spectrum when
€,, is purely real. For positive K,z,, the point spectrum has real
modes, whereas for negative «;,, the point spectrum splits
into two branches that are complex conjugates of one an-
otherilzﬂ=0 corresponds to kf=e,,,k3 which then implies k,
=-i\|€,,|ky—bounded modes should have Im(k,) <0. In Fig.
5 the point spectrum is visualized as a function of the insu-
lator thickness d=2a of the MIM waveguide and the real and
imaginary parts of k, for the same ¢, as in Fig. 4. The thick
line in Fig. 5 denotes the limit of the real point spectrum
which is the bifurcation point of the modes. For Im(k,)
<—/|€,|ko there are no real modes. The point spectrum for
the d=2a=N/4 case of Fig. 4 is also highlighted with
spheres in Fig. 5. For the sake of clarity, we only drew one
branch of modes after the bifurcation. Due to the scale of the
axes in Fig. 5, the quite small real part of k, for the complex
modes after the bifurcation line is not visibly discernible, but
is numerically there.

In Fig. 6 the spectrum is plotted this time on the «,, plane
with the same set of parameters as used in Fig. 4. The two
branches after the bifurcation form the forward and back-
ward proper complex modes. Leaky modes which are not
part of the spectrum, but nevertheless are solutions to Egs.
(8) and (9) are also shown. When loss is introduced to the
metal, the spectrum moves on the complex plane as illus-
trated in Fig. 7. Forward proper complex modes of Fig. 6

turn into leaky modes by migrating into the third quadrant of
the complex «,, plane.

In Table IT we provide the numerical values of «,,/k,
where ko=2m/\, for the modes in the point spectrum as la-
beled in Fig. 4. The upper line in each row is the value for
the €, € R case, the lower line is for the €, € C case. The
effect of loss is greatest on the TMg mode.

IV. MODE MATCHING

In this section, we will make use of the spectrum of the
MIM waveguide to calculate the scattering at the junction of
two guides with different cross sections. We will use the
mode-matching technique®® commonly used in the micro-
wave and the optical domains.>>-¢

A. Birth of the discretuum

The presence of a continuous spectrum leads to the for-
mation of integral equations when the mode-matching
method is applied (Ref. 43, Chap. 5). The integral equation is
then expanded using an orthogonal basis set—not necessarily
that of the modes—to solve the scattering problem.

Another way to approach the scattering problem is to
limit the transverse coordinates by a PEC wall. This ap-
proach has the effect of discretizing the continuum part of
the spectrum (Ref. 42, pp. 38-41 and Ref. 35, pp. 204—
205)—turning it into a discretuum.>’ To limit parasitic reflec-
tions from the PEC walls, absorbing layers can be positioned
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as/A

FIG. 5. (Color online) Spectrum of the MIM waveguide as a function of d=2a, Re(k,/k), and Im(k_/k,), where kg=27/\ is the free
space wave vector. €,=—143.497 is assumed, which corresponds to the real part of the permittivity of silver at a wavelength of A
=1550 nm. The thick line denotes the limit of the real spectrum. Spheres denote the point spectrum for the d=2a=\/4 case as also shown
in Fig. 4. It can be seen that only the lowest-order mode, TM,, is propagating for d=A/4 and the rest of the modes are highly evanescent.

before the PEC termination (Ref. 53, Chap. 3). In Ref. 58,
Sec. 3.2b detailed analysis of how the continuous spectrum
appears from a discrete collection can be found. We will use
a PEC wall to discretize the continuous spectrum. Also, we
will not use any perfectly matched layers to limit parasitic
reflections since the metallic sections with permittivity e,
effectively absorb the fields away from the junction.

The geometry is as shown in Fig. 8. For the left wave-
guide the dispersion equation for modes becomes

/
tanh(k;,a) = — Mtanh(K,,wh), (15)

which asymptotes to Eq. (8) as 71— . The transverse mag-
netic field shape is

cosh(k; ,x)
L 0<x<a
() =H cosh(k; ,a)
X)=
¥ | cosh[«,, ,(x—a—-h)]
> , a<x<a+h.
cosh(x,, ,h)

(16)

In Fig. 9 we show the effects of positioning a PEC wall at
the top of the lossy MIM waveguide. The point spectrum is
almost the same as in the case without a PEC wall at the top.
The continuous spectrum 1is discretized and shows an anti-
crossing behavior (the repulsion between modes which
couple to each other) similar to the one observed in coupled
waveguide systems. One way to understand the anticrossing
is to get rid of the PEC walls by the method of images to
come up with an infinite lattice of parallel MIM waveguides
each separated from each other by a distance 2(a+h). We
observed that the perturbations to the discretuum decrease as
we increase h, as expected from coupled-mode theory. Also,
the magnitude of anticrossing behavior in the discretuum de-
pends on the distance to the nearest mode in the point spec-
trum. The closer the point spectrum gets to the continuous
spectrum, the larger the anticrossing effect is. We should
note that the modes of the PEC terminated MIM waveguide
are equivalent to the even modes of a one-dimensional me-
tallic photonic crystal at the center of the Brillouin zone as
described in Ref. 23, Sec. IV. More information on the evo-
lution of the modes and their dependence on material prop-
erties can be found there.
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FIG. 6. (Color online) Visualization of the spectrum on the «,,
plane. All parameters are the same as in Fig. 4. Proper and leaky
modes are shown for forward, @, and backward, ©, modes. The
thick line is the continuous spectrum. The complex modes have a
small, yet nonzero, positive real part— which is what makes them
proper modes, unlike the continuous part of the spectrum which is
improper. Thus complex modes and the continuous spectrum do not
intersect.

B. Are the modes complete?

Before we attempt the calculation of the scattering prop-
erties of modes at waveguide junctions, we will first investi-
gate the completeness properties of the set of modes we have
at our disposal—the point and the continuous parts of the
spectrum. The way we will test completeness is to expand
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FIG. 7. (Color online) Effects of loss on the spectrum. All pa-
rameters are the same as in Fig. 6 except €,=—-143.497-i9.517.
Comparison with Fig. 6 shows that the forward, proper, complex
modes on the fourth quadrant have moved to the third quadrant and
thus became leaky modes.
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TABLE 1II. «,,/kq values for the modes labeled in Fig. 4.

™ 12.02521374394057

0 12.03170325421919 +i0.39535643587620
™ 11.34454132059978

2 11.35226216175467 +i0.41892103144838
™ 8.98087712606770

4 8.99644754875734 +i0.52888321538511
™ 0.7136870643968289

6 2.247924588647662 +i2.124681976891650
™ 0.00887301858491 +i10.55951095636977

s 0.45907739584359 +i10.56851955358188

the main mode of an MIM waveguide of a given thickness in
terms of the modes of the MIM waveguide with a different
thickness.

Suppose that we are working with the geometry depicted
in Fig. 8. Let us expand the kth mode on the right-hand side
of the junction in terms of the modes on the left as

L
eP(x) = 2 Apet™(x).
m=1

In order to find A, we fest the above equation (i.e., dis-
cretize the equation by the use of integration of both sides by
a given function) with h(L”) and use Eq. (14) to get

(k)| 7,(n)

ep’|h

Akn= —[ R |(n)L ]
SZL

Very similarly, we get the following for the magnetic fields:

L m k)
[e( )|h( ] .
() = 2 —E i h ). (17)
m=1 QL

What is the error in this expansion? We can get a measure of
it by writing it as

AN AN AN AN . AN N v—a+h
x =a'+h’
h
e L
m z h
a A
€.
i a
Vs 7 7 7 7 7 7 x=0

FIG. 8. (Color online) Geometry for mode matching. x=a+h
plane of Fig. 8§ is terminated by a perfect electric conductor which
leads to a discretization of the continuous spectrum.
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FIG. 9. (Color online) Effects of termination of the metal by a
PEC wall—as in Fig. 8—on the spectrum. €,=—-143.497-i9.517,
€=1.0, 2a=N/4, h=2N\, kg=2m/\, and A=1550 nm. The spectrum
looks very similar to Fig. 7. In order to highlight the discretization
of the continuum, we show a zoomed portion of the «,, plane. The
complex modes and the discretuum show anticrossing behavior. We
use two different axes for the real part of «,,. The scale on the
bottom refers to the complex modes, ©, whereas the one on the top
refers to the discretuum, @. The inset shows a portion of the infinite
lattice created by the repeated application of image reflection off of
the PEC boundaries. Dashed lines in the inset signify the locations
of zero tangential electric field, where a PEC termination can be
applied. In separate calculations not shown in this figure, we ob-
serve that as £ is increased, the magnitude of the anticrossing be-
havior of the continuum decreases as a result of decreased coupling
between adjacent MIM waveguides.

(0 0
e )—E K '(m) e,

Calculating the pseudoinner product of the above expression
with hg‘) and then dividing it by Qg‘) gives an error estimate
as

o Lo n e i)
m=1 ‘Q’(Lm)QR

Calculating the error based on the magnetic field expansion
results in the same expression.

In Refs. 59-64 the importance of the complex modes has
been demonstrated. In Fig. 10 we show the importance of the
continuous spectrum. As shown in Fig. 10(a) without the
continuous spectrum, the field expansion converges, but to a
field profile which is not the same as the desired profile of
the right junction. On the other hand, inclusion of the con-
tinuous spectrum through the discretization of the continuum
by a PEC wall leads to the correct field profile as illustrated

PHYSICAL REVIEW B 79, 035120 (2009)
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FIG. 10. (Color online) Effects of the continuous spectrum on
mode expansion. e =-143.497-i9.517. The main mode of the
right waveguide, h )(x), with 2a’=\/20 is expanded in terms of
the modes of the left waveguide, h('")(x) with 2a=N\/4. The dashed
lines show the magnitude of the magnetic field profile of the main
mode of the right waveguide. The solid line shows the result of the
expansion of Eq. (17). Shaded regions show the error from the use
of a particular expansion, i.e., the difference between the expansion
and the actual right waveguide mode. Due to symmetry, only half of
the full modal profile is plotted. (a) Open waveguide of Fig. 3,
expansion made using the point spectrum only. (b) PEC terminated
MIM waveguide of Fig. 8, with a+h=a’+h'=N\, expansion made
using the discretuum and the point spectrum.

in Fig. 10(b). It can be observed that the expansion based on
the point spectrum only quite nicely fits the field profile of
the right waveguide in the insulating region of the left wave-
guide (x/N<0.125); however, in the metal region (x/\
>0.125) the expansion fails. The point spectrum of the left
waveguide has an exponentially decaying field profile for
x/N>0.125, which turns out to be insufficient for the expan-
sion of an arbitrary field profile in the metal. The continuous
spectrum, with its nondecaying field profile, makes field ex-
pansion in the metal region possible.

C. Field stitching

Now that we know how to treat the continuous spectrum
and are confident that the collection of the point and the
continuous spectrum results in a complete basis set, we can
proceed with the mode-matching formalism. We will begin
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by assuming that the pth mode of the left waveguide propa-
gates toward the right, scatters and creates the following set
of fields at the right and left sides of the junction, which by
the continuity of the tangential magnetic and electric fields,
are set equal

2 (Byp + Ry ™ (x) = 2 T ) (), (18)
m=1 k=1
> (Bp = Ryp)el™(x) = 2 Treld) (x). (19)
m=1 k=1

Here R,,, is the reflection coefficient of the mth mode of the
left waveguide in response to an incoming field in the pth
mode. Similarly, T}, is the transmission coefficient of the kth
mode of the right waveguide. Note that we chose R,,, to
denote the reflection coefficient for the transverse magnetic
fields, which automatically results in -R,,, as the reflection
coefficient for the transverse electric fields.

In Ref. 65, it is shown that the testing of the above equa-
tions should be done by the magnetic field of the larger
waveguide for enforcing electric field continuity [Eq. (19)]
and by the electric field of the smaller waveguide to enforce
the magnetic field continuity [Eq. (18)]. Although that analy-
sis was specifically done for waveguides with perfect metals
(|€,,] — ), we still use that strategy so that the formulation
limits to the correct one should the metals be made perfect.

For those cases where a <a’, we will take the pseudoin-
ner product of Eq. (18) with e(L") and of Eq. (19) with hg’).
Furthermore, assuming there are L modes on the left and R
modes on the right, we get

L R
2 (8 + Ry Q" 8, = 2 T e R,
m=1 k=1

L R
2 (8up = Ryp)lel” )= X 1,008,
m=1 k=1

with the help of Eq. (14). When a>a’ by using egl) and h(L”)
to test Egs. (18) and (19), respectively, we arrive at the fol-
lowing set of equations:

L R
> (8 + Ryped |hM] = 2 T, 00 8,0,
m=1 k=1

L R
> (Bp = Rup) Q8,0 = 2 Ti Lo [RP].
k=1

m=1

These are linear matrix equations with R, and T}, as the
unknowns. After calculating the inner products, the set of
equations can be inverted to give the reflection and transmis-
sion coefficients for the modes.

In Fig. 11, we compare the mode-matching method with
the finite-difference frequency-domain (FDFD) technique.®
In Ref. 67 scattering at MIM junctions was investigated us-
ing FDFD. It takes relatively few modes for the mode-
matching calculations to converge. Without the continuous
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FIG. 11. (Color online) Convergence study of the reflection co-
efficient, RlLl, of the main mode of the left waveguide traveling
toward the right waveguide for 2a=0.9\, 2a=0.5\, and 2a
=0.1\. a'/a=0.4 and €,=-143.497-i9.517 for all cases. Dashed
lines are for calculations including the point spectrum only. Solid
lines are those with both the point and the continuous spectrum.
Empty circles denote the calculations done with the forward point
spectrum and the continuous spectrum for the 2a=0.1\ case only.
Error is defined as |(REMM—REPFP) / REFPFD| - where MM stands
for mode matching and FDFD for finite-difference frequency-
domain calculations. The inset shows the junction geometry.

spectrum, the mode-matching results converge to the wrong
result. Inclusion of the continuous spectrum decreases the
error to around 2%, which is probably due to the space dis-
cretization of FDFD simulations as well as the method used
in the de-embedding of the scattering coefficients from
fields. As is also evident from Fig. 11 the utility of the single-
mode (L=R=1) mode-matching calculations increases as the
dimensions of the waveguides decrease. The single-mode ap-
proximation is closely related to the simplified impedance
model investigated in Ref. 67, where it was shown that for
deep subwavelength structures impedance models are a good
approximation. In Fig. 11 we also show the effect of neglect-
ing the backward modes in the mode-matching calculations
for the 2a=0.1\ case. Backward modes are important in this
subwavelength geometry; however, for the wider geometries
of the 2a=0.5\ and 2a=0.9\ cases we did not observe any
increase in the error when backward modes were neglected
in the mode-matching calculations.

Analysis of the convergence of the field expansions on
both sides of a junction is an important criterion for assess-
ing the validity of the mode-matching technique.®®~’! In Fig.
12 we show the magnetic field profile at the junction of two
MIM waveguides. As is evident from the figure, convergence
of the fields on both sides of the junction is obtained only
when the continuous spectrum is also taken into consider-
ation. Otherwise, the fields just on the left and just on the
right of the junction do not agree with one another, showing
one or both calculations to be in error. The clear conclusion
from this numerical illustration is that the point spectrum on
its own is not sufficient to describe the behavior of the wave-
guide junctions. Inclusion of the continuous spectrum is es-
sential.

In Fig. 13 we visualize the scattering coefficient of the
main mode of the MIM waveguide. We do the calculations in
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FIG. 12. (Color online) Magnetic field H, at the junction of two
MIM waveguides as a result of the scattering of the main mode of
the left waveguide traveling toward the right—the inset shows the
schematic of the geometry. The left waveguide has 2a=0.9\, the
right waveguide has 2a’=0.36\ so that a’/a=0.4 as in Fig. 11. a
+h=a’+h"=3N/4. Fields on the left of the junction are dashed,
fields on the right are shown with solid lines for both the real and
the imaginary part of the magnetic field profile. The difference be-
tween the left and right fields is shaded. Due to symmetry, only half
of the field profile is plotted. Vertical dotted lines at x=0.18\ and
x=0.45\ denote the end of the insulator region for the right and the
left side of the junction, respectively. (a) Mode-matching calcula-
tions using the point and the continuous spectrum—60 modes in
total—showing good agreement between the fields just on the left
and just on the right of the junction. (b) Mode-matching calcula-
tions using the point spectrum only—100 modes in total—showing
clear disagreement between the calculated fields just on the left and
just on the right of the junction.

two different ways, one using FDFD and the other using the
mode-matching technique with the point and the continuous
spectrum. When applying mode matching, we use the a
>a’' formulation for RY, calculations and the @ <a' one for
RY,. There is a very good match between the results of the
two techniques, verifying the applicability of the mode-
matching method.

V. DISCUSSION

We will begin this section by a comparative study of the
modal structures for the parallel plate, the dielectric slab, and
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FIG. 13. (Color online) Reflection coefficient of the main mode
at the junction between two MIM waveguides of different insulator
thicknesses, plotted on the complex plane within the unit circle.
Both waveguides have ¢,=—143.497-i9.517 and ¢=1.0. Filled
circles, @, are FDFD results, empty circles, O, are mode-matching
results. The left waveguide thickness is fixed at 2a=0.9\. The right
waveguide thickness varies from 2a’={0.02\,0.04\, ... ,0.9\}. The
origin is the zero reflection point that corresponds to a=a’. As a’
decreases progressively toward zero, we move progressively along
the curves away from the origin. The first set of curves, RlLl, are for
the case when the mode of the left waveguide, traveling from left to
right, is scattered by the junction. The second set of curves, Rfl, are
for the case when the main mode of the right waveguide, traveling
from right to left, is scattered by the junction. Insets illustrate the
respective cases. Details about the FDFD calculations can be found
in Ref. 67.

the MIM waveguides. Our aim will be to frame the MIM
case as a bridge between the dielectric slab and the parallel-
plate waveguides.

The two-dimensional symmetric dielectric  slab
waveguide—where the cladding and the core are composed
of lossless positive permittivities—has no proper complex
modes (Ref. 46, p. 718) as expected from the regular Sturm-
Liouville theory. The dispersion equation for the dielectric
slab waveguide—which is the same as Eq. (8)—does have
complex roots. However, all of those complex roots corre-
spond to leaky modes that are not a part of the spectrum.

The point spectrum of the dielectric slab consists of real
propagating modes with pure exponential decay in the clad-
ding region and with positive power flux in the direction of
propagation, z. The number of modes in the point spectrum
is a finite quantity. The cutoff condition for the point spec-
trum is obtained by the equality K,2n=0. The continuous spec-
trum of the dielectric slab starts just below the cutoff condi-
tion for the point spectrum where Ki<0. In this range, the
modes extend to infinity in the transverse direction, but they
remain bounded. We can divide the continuous spectrum into

: fon?2 2_ .2 2 _ 2
two sections based on the sign’® of k=« +w”u€, =k,
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+w*uy|€,|. The section where k>0 is called the radiative
part whereas the section kZ <0 is called the reactive part of
the continuous spectrum (Ref. 43, pp. 128—132 and Ref. 5,
pp. 19-28). For both the radiative and the reactive parts of
the continuous spectrum, the transverse field profiles of the
modes are sinusoidal standing-wave patterns. As the sinu-
soidal variation in the transverse direction (k,,=i|x,,|) be-
comes more rapid, the sinusoidal variation in the propagation
direction (k,) decreases. The jump from the radiative to the
reactive part occurs when the sinusoidal variation in z goes
to zero: k=0, k,,/ko=i\|€,|. In the reactive part, the varia-
tion in x is so rapid that modes decay as they propagate in z.
The radiative part is often visualized in the mind’s eye by
plane waves that originate in the cladding region far away
from the core, propagate at an angle toward the core, reflect
off of the core, and propagate away from it. The interference
pattern between the incoming and the outgoing plane waves
leads to a standing-wave pattern in the transverse direction
and a propagating plane wave in the positive z direction. The
reactive part is harder to think about in terms of plane-wave
propagation since in this part of the continuous spectrum &k,
is purely imaginary and, therefore, the modes are decaying in
the positive z direction. The plane-wave picture is often ex-
tended to the reactive range by allowing for the possibility
for the plane waves to come at an “imaginary” angle of in-
cidence.

The spectrum of the parallel-plate waveguide with PEC
boundaries is less nuanced than that of the dielectric slab
case. There is no continuous part of the spectrum. All modes
belong to the point spectrum and form a discrete basis set.
There are infinitely many discrete modes supported by the
parallel-plate waveguide. Finitely many of them are propa-
gating modes and carry a positive-energy flux in the z direc-
tion. The remaining ones do not carry any energy and are
called evanescent.

The spectrum of the MIM waveguide is a hybrid of the
dielectric slab and the parallel-plate waveguides’ spectra.
The MIM waveguide has both the point and the continuous
spectra. Let us start with the continuous spectrum first.

In Sec. III we have shown that the continuous spectrum of
the lossless MIM wavegulde exists for all k2 < w*ue,,, which
is equivalent to k2< —W ,u| m| since €,, is a large negative
number for the MIM case. We see that the continuous spec-
trum of the MIM waveguide is purely reactive and can be
thought of as composed of plane waves coming at an imagi-
nary angle through the metal and reflecting off of the insu-
lator region. Equivalently, at a more fundamental level, they
are the solutions of the wave equation with the condition that
the fields be finite and nonzero at infinity.

The point spectrum of the MIM waveguide has infinitely
many members, similar to the parallel-plate case. Indeed, one
can think of the point spectra of the MIM and the parallel-
plate waveguides as analytical continuations of each other as
illustrated in Ref. 9 for the main TM,, mode of the MIM and
the TEM mode of the parallel-plate waveguides. Conse-
quently, the main TM,; mode of the MIM waveguide can be
thought of as the symmetrical coupling of the two surface-
plasmon modes at the top and the bottom metal-insulator
interfaces.”

There are no evanescent discrete modes in the dielectric
slab waveguide, but the MIM waveguide supports them. As
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illustrated in Fig. 5 there are infinitely many discrete modes
for any given insulator thickness. Finitely many of those are
real modes (kfeR), the remaining ones are complex (k?
e (). Of the real modes, only those with k. e R carry any
power flux. These observations are strictly true only for the
case €, € R. When there is loss in the system, all modes do
carry small, yet finite, amount of power. We have verified
these claims by calculating the power flux as

1 .
P= ERe[J Ex(x)H;(x)dx:|
1
= Hil

<Re| K 1 . k,_sinh(k;gd)/ ki + sin(kd)/ K
we, Re(k,) e

cosh(k;pd) + cos(k;d)

using Eqgs. (4) and (7) and k;= k;p +ix;; for different modes in
the point spectrum. For waveguide junctions, it has been
argued that neglecting complex mode pairs on either side of
a waveguide junction leads to a discontinuity in the reactive
energy stored at the junctions.®? A similar argument can also
be made for the highly evanescent continuous modes of the
MIM geometry. Real and complex bound modes are expo-
nentially decaying in the metal region. At the junction be-
tween two MIM waveguides, the smaller waveguide’s dis-
crete bound modes cannot account for the field leakage
into—and therefore reactive energy storage in—the metal re-
gion due their exponential decay. The continuous modes
which extend infinitely into the metal region make it possible
to account for the leakage into metal regions.

We have shown the necessity to take into account the full
modal structure of the MIM waveguide by the calculations
we presented in Sec. IV. Here, we should note that, when we
did mode-matching calculations for the lossless MIM geom-
etry, we occasionally observed convergence problems while
we were trying to reproduce the FDFD results. However,
when we included loss, all our calculations converged and
we did reproduce the lossy FDFD results as we have illus-
trated in Fig. 13. The matrix that one needs to invert to solve
the mode-matching equations has a higher condition number
in the lossless case compared to the lossy one. That may
explain the difficulties we faced.

In the remainder of this section, we will draw some con-
nections between optics and other branches of science with
the hope of expanding the analogical toolset we use for
analysis—as exemplified in Ref. 74. The one-dimensional
Schrodinger equation and the electromagnetic wave equa-
tions in layered media are closely related. Both are in the
Sturm-Liouville form and one can map the dispersion equa-
tion for the TE mode of a dielectric slab waveguide to the
dispersion equation for the modes of a finite potential well
(Ref. 75, p. 11). Furthermore, if one allows for the finite
potential well to have different effective masses in the well
and the barrier regions, then a mapping to the TM mode
dispersion Eq. (8) also becomes possible. In Refs. 76-78
exact closed-form analytical solutions for the modes of a
single finite quantum well are developed. These solutions
can be mapped to the transverse electric modes of the MIM
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or the dielectric slab waveguides and perhaps with some la-
bor could be expanded to the TM case as well. Effects of
discontinuities in quantum well potentials are shown to lead
to changes in the reflection spectrum of the wells in Ref. 79.
It is intriguing to ask whether such studies could be useful in
optics for the investigation of the effects of material inter-
faces. Recently, it was shown that non-Hermitian potentials
in the Schrodinger equation can have purely real spectra due
to the certain symmetries of the Hamiltonian of the system.%’
Pseudohermiticity, which we have touched upon in Sec. III,
has been shown to play an important role in the interpreta-
tion of these systems.3! In Ref. 82 a parallel-plate waveguide
with impedance boundary conditions was analyzed by the
help of the definition of an inner product which reveals some
hidden symmetries®*#* of the system. The operator theoretic
findings summarized in Ref. 80 can have implications for the
analysis of waveguides.

Lastly, in the microwave literature, the unique
definition—if there is any— of the impedance of an arbitrary
waveguide mode is an active area of research. The causal
waveguide impedance definition of Ref. 85 seems to formu-
late a unifying framework to merge different interpretations
together. It seems worthwhile to ask what the TM,; mode
impedance of an MIM waveguide would be for a causal defi-
nition of the impedance given the Kramers-Kronig relation-
ships for waveguide modes as investigated in Ref. 86.

VI. CONCLUSION

In this paper we investigated the even TM modes that the
MIM waveguide supports. We based our analysis in the lan-
guage of operators and used methods developed for Sturm-
Liouville systems to expand the results reported in Ref. 23.
The mathematical structure of the odd modes is very similar
to the even ones and can be derived in a similar manner.
These findings were in accordance with Ref. 26 where it was
shown that, in general, open structures will have complex
and continuous spectra.

After the investigation of the modes, we showed their
utility and relevance by the mode-matching method. We in-
vestigated the problem of modal scattering at the symmetric
junction of two MIM waveguides with different cross
sections®” and successfully applied the mode-matching tech-
nique to predict the modal reflection coefficients calculated
by full-field simulations. Lastly, we commented on some of
the possible links between the quantum mechanics, optics,
and microwave literature and considered possible research
directions.

The knowledge of the set of orthogonal modes which
form a complete basis for a given geometry leads to a much
more simplified algebra and speeds up calculations. The re-
sults of this paper are valuable for electromagnetic scattering
calculations involving the MIM geometry. Our results would
also help in the analysis of optics experiments involving
MIM waveguides.®’-3° Furthermore, the results reported are
also useful for analyzing plasmonic quantum optics®®*3 and
Casimir effect devices.?*%

The analysis made in this paper can be generalized for
other related geometries involving metals at optical
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frequencies.”®° The rich set of modes available in the MIM
geometry suggests that modal investigation of arbitrary
three-dimensional nanometallic waveguides—which are
thought to replace the electrical interconnects on future com-
puting devices—will require novel means of deducing their
discrete and continuous spectra.
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APPENDIX A: ARGUMENT PRINCIPLE METHOD

In this section we will briefly describe the method we
used to find the zeros of Egs. (8) and (15). One of the main
of problems of any root finding algorithm is the starting
point in the search domain. When the search needs to be
done over two dimensions of the complex plane, brute force
approaches have limited applicability. Luckily, there have
been many advances in the root finding algorithms for
waveguides.!00-105

If the function f(z) (Ref. 106) is analytic, possesses no
poles on and within the closed contour C, and finally if f(z)
does not go to zero on C then

U Y )
/sz 2m5[lcz ) dz, (A1)
where z; denote the zeros of f(z) in C, N is the total number
of zeros in C, and m is an arbitrary nonnegative integer.
Specifically, for m=0 one gets the total number of zeros
within C. Knowing the number of zeros in a closed region
enables one to dismiss regions of the complex search space
in which there are no zeros. Furthermore, given the number
of zeros in a region, one can do a subdivision until there is
only one zero in the region of interest as described in Ref.
102. For those regions with a single zero, another contour
integral as in Eq. (A1) with m=1 will give the location of the
zero. If better numerical accuracy is desired, one can do a
local search given the approximate position obtained by the
contour integration. This method of finding the zeros of a
function by repeated integration on the complex plane is
called the argument principle method (APM).

Note that for the APM to work, the function f(z) should
be analytic in C. That requires no branch points to exist in
the closed contour. Our implementation takes «,, as the vari-
able of interest. Equations (8) and (15) are rewritten in terms
of only «,, by using Eq. (9). Singularities of tanh(x;a) and of
tanh(k,,/1) are removed by multiplying both sides of Eq. (8)
by cosh(x;a) and of Eq. (15) by cosh(x;a)cosh(k,,h). At this
stage the equations look like

€

K sinh(k;a) + €k, cosh(ka) =0, (A2)
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€,,k; sinh(x;a)cosh(k,h) + €k, cosh(k,a)sinh(k,,h) =0,
(A3)

with #;= k2 —k3(€,—€) where ky=27/\. The only branch
points'”’ are those caused by the square-root function in the
definition of «;. Note that the function Vz sinh(\z) is single
valued everywhere on the complex plane since regardless of
the choice for the sign of the square root, the result does not
change. Similarly cosh(\z) is single valued due to the even-
ness of the hyperbolic cosine function. Therefore, Egs. (A2)
and (A3) have no branch points and are analytic in the whole
complex plane.

In our implementation, we also did the conformal map-
ping k,=e* to map the complex plane into strips. z
=log(,,) =log|k,|+i arg(k,,) =log| k| +i arg(k,,) +i2mm for
any integer m. The logarithm function is multivalued and
repeats itself in strips that result from the i27m term. For
instance, when we are interested in finding proper modes
with Re(k,,)>0 we only need to search the strip —m/2
<Im(z) <r/2. Lastly, using computer algebra systems that
can do symbolic mathematical manipulations, one can easily
calculate f’(z) from the definition of f(z) given by Eq. (A2)
and (A3) in addition to doing numerical integrations on the
complex plane.
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APPENDIX B: SOME DETAILS OF THE MODE-
MATCHING ALGORITHM

Once the full set of modes are found using APM, imple-
mentation of the mode-matching algorithm reduces to the
calculation of the overlap integrals to build the matrix equa-
tion that should be solved to get the reflection and transmis-
sion coefficients, Ry, and Ty, of Eqgs. (18) and (19). Since we
have the analytical solutions for the fields as given in Egs.
(7) and (16), overlap integrals QE’L"’)R} and [e&”,)R}|h§§), 1] can be
calculated analytically in closed form. The expressions are
too long to reproduce here, but a computer algebra system
can do the analytical manipulations. Once we have closed-
form results for the overlap integrals, formation of the matrix
equation is very quick. The matrices have relatively small
sizes and the solution of the linear matrix equation proceeds
quickly. Also note that we numerically check the validity of
the mode orthogonality condition of Eq. (13) before we start
the mode-matching calculations so as to check the correct-
ness of the APM implementation. We used MATHEMATICA to
implement APM and the mode-matching method. The source
code will be made available on the Internet under the GNU
general public license.
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