Simulation studies of the coplanar electrode and other plasma display panel cell designs
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A two-dimensional self-consistent simulation model is used to study the effect of the geometric parameters on the operating voltages and ultraviolet (UV) efficiency of a coplanar-electrode plasma display panel cell. It is found that in the standard coplanar-electrode geometry there is a tradeoff between high UV efficiency and low operating voltages as the electrode gap, or the parameters of the upper dielectric are varied, while variation of the sustain electrode width has no significant effect on either the operating voltages or UV efficiency. It is also found that wider discharge area results in higher efficiency. In addition, the effect of the insertion of floating electrodes in the upper dielectric is investigated. When floating electrodes are used, UV light is emitted in a more confined area, thus limiting cross talk with adjacent cells, while efficiency decreases by ~8%. Finally, a self-erase discharge sustaining waveform is studied. Use of this waveform results in ~17% increase in the UV efficiency.

I. INTRODUCTION

Plasma display panels (PDPs) are one of the leading candidates in the competition for large-size, high-brightness flat panel displays, suitable for high definition television (HDTV) monitors. Their advantages are high resolution, wide viewing angle, low weight, and simple manufacturing process for fabrication. Recent progress of PDP technology development and manufacturing has been remarkable. One of the most critical issues in ongoing PDP research is the improvement of the luminous efficiency, which is still low compared to conventional cathode ray tube displays (CRTs). Another important problem is the relatively high operating voltages.

PDP cells are small (cell height is ~150 μm) and provide limited access for diagnostic measurements. As a result, experimental studies of plasma discharges in PDPs are extremely difficult. PDP parameters measured experimentally fall short of providing a quantitative understanding of the discharge dynamics. As a result, computer-based modeling is currently essential for understanding PDP physics and optimizing its operation. Computer simulations are effective in identifying the basic properties of the discharge and the dominant mechanisms of light emission. In addition, simulation models are usually successful in predicting the effects on the performance of the device of variations in design parameters, such as cell geometry, applied voltage waveforms, and gas mixture. Although simulation results are usually in qualitative rather than quantitative agreement with experimental measurements, they are used very effectively to provide directions for future PDP design.

Typical plasma displays consist of two glass plates, each with parallel electrodes deposited on their surfaces. The electrodes are covered with a dielectric film. The plates are sealed together with their electrodes at right angles, and the gap between the plates is filled with an inert gas mixture. A protective MgO layer is deposited above the dielectric film. The role of this layer is to decrease the breakdown voltage due to the high secondary electron emission coefficient of MgO. The UV photons emitted by the discharge hit the phosphors deposited on the walls of the PDP cell and are converted into visible photons. Each cell contains phosphor that emits one primary color, red, green, or blue.

The most common type of color plasma display is the coplanar-electrode PDP. In this PDP type, each cell is formed by the intersection of a pair of transparent sustain electrodes on the front plate, and an address electrode on the back plate. In operation, a periodic voltage with a frequency of 50–350 kHz is continuously applied between each pair of sustain electrodes. The amplitude of the sustain voltage is below the breakdown voltage. A cell is turned on by applying a write voltage pulse between the address electrode and one of the sustain electrodes. The discharge which is initiated results in the deposition of surface charge on the dielectric layers covering these two electrodes. The superposition of the electric field due to the deposited surface charge and of the electric field due to the applied sustaining voltage results in the ignition of sustain discharges between the pair of sustain electrodes.

In this article, we use a two-dimensional (2D) self-consistent model to simulate the microdischarges in a coplanar-electrode PDP cell. We investigate the effect of the variation of the cell design parameters on the operating voltages and UV efficiency of the device. In addition, we use the model to study two alternative designs which have been proposed to improve the performance of the standard coplanar-electrode PDP. First, we investigate the effect of the insertion of floating conducting materials in the dielectric layer covering the sustain electrodes. Second, we investigate the effect of applying a nonstandard voltage waveform including assistant voltage pulses between the sustain electrodes. In Sec. II, we describe the model used. In Sec. III, we present
II. MODEL DESCRIPTION

A. Fluid model

The dynamics of the PDP plasma are described using a 2D fluid model. For each species \( s \), the spatial and temporal variations of the density are calculated by solving the continuity equation

\[
\frac{\partial n_s}{\partial t} + \nabla \cdot \mathbf{\Gamma}_s = S_s, \tag{1}
\]

where \( n_s \) is the number density, \( \mathbf{\Gamma}_s \) is the particle flux, and \( S_s \) is the source term determined by the particle production and loss processes for species \( s \). We consider electrons, atomic (Ne\( \text{e}^+ \), Xe\( \text{e}^+ \)) and molecular (Ne\( \text{e}^{2+} \), Xe\( \text{e}^{2+} \)) ions, and excited species \( \text{Ne}_\text{e}^{\text{e}^+} \), \( \text{Xe}_\text{e}^{\text{e}^+} \), Ne\( \text{e}^{3+} \), Xe\( \text{e}^{3+} \) for a Ne–Xe mixture. Since the gas pressure in typical PDP conditions is high, we use the drift-diffusion equation as an approximation to the momentum equation

\[
\mathbf{\Gamma}_s = \text{sgn}(q_s)n_s\mu_s \mathbf{E} - D_s \nabla n_s, \tag{2}
\]

where \( q_s \) is the particle charge, \( \mu_s \) is the particle mobility, \( \mathbf{E} \) is the electric field, and \( D_s \) is the diffusion coefficient.

The electric field within the cell is self-consistently calculated by solving Poisson’s equation

\[
\nabla \cdot (\varepsilon \mathbf{E}) = \sum_s q_s n_s, \tag{3}
\]

where \( \varepsilon \) is the dielectric permittivity.

Electron impact reaction rates and transport coefficients are assumed to be functions of the electron mean energy. The electron mean energy is determined by solving the electron energy equation

\[
\frac{\partial n_e}{\partial t} + \nabla \cdot \mathbf{\Gamma}_e = S_e, \tag{4}
\]

where \( n_e = n_e \bar{E} \) is the electron energy density, \( n_e \) is the electron density, and \( \bar{E} \) is the electron mean energy. It can be shown\(^7\) that if the momentum equation is approximated by the drift-diffusion equation, and the heat flux vector \( \mathbf{q}_e \) is taken as

\[
\mathbf{q}_e = -\lambda \nabla T_e, \tag{5}
\]

where \( \lambda \) is the thermal conductivity and \( T_e \) is the electron temperature, then we have

\[
\mathbf{\Gamma}_e = -\frac{2}{3} n_e \mu_e \mathbf{E} - \frac{2}{3} D_e \nabla n_e, \tag{6}
\]

and

\[
S_e = -e \mathbf{\Gamma}_e \cdot \mathbf{E} - n_e \sum_i \nu_i \varepsilon_i, \tag{7}
\]

where \( \mathbf{\Gamma}_e \) is the electron energy flux, and \( S_e \) is the electron energy source term. In Eq. (7) the first term on the right-hand side represents electron heating by the electric field, while the second term accounts for the electron energy losses due to inelastic collisions. The summation in the second term is over all of the electron impact reactions with occurrence frequency \( \nu_i \), with \( \varepsilon_i \) being the corresponding electron loss energy.

In several PDP models\(^8\)–\(^11\) the so-called local field approximation is used to calculate electron impact reaction rates and transport coefficients instead of using Eq. (4). In these models, rates and transport coefficients are presumed to be functions of the local reduced electric field \( E/N \). The local field approximation does not take into account the electron energy redistribution due to thermal conduction and convection described by the electron energy flux \( \mathbf{\Gamma}_e \) in Eq. (4). In addition, local field approximation models often use an effective electric field, calculated with additional approximations, instead of the exact local electric field.\(^9\) Additional approximations are not required when the electron energy equation is used. A more detailed comparison of the two methods presented at the end of Sec. III A shows that the local field approximation introduces substantial error in the results when used instead of the electron energy equation. We therefore feel that it is more appropriate to use the electron energy equation instead of the local field approximation for calculation of electron impact reaction rates and transport coefficients.

As in Ref. 12, constant values at a given pressure are used for the transport coefficients of ions and neutral species, so that their energy equations do not have to be solved.

B. Numerical method and input data

We use a finite difference method to solve the system of partial differential Eqs. (1), (3), and (4). The Scharfetter–Gummel scheme\(^13\) is used for the discretization of Eq. (2), as in Ref. 8. The continuity equations and the electron energy equation are solved implicitly in time to avoid the Courant–Friedrich–Levy constraint on the timestep. During the discharge pulse, the presence of high charged species densities severely limits the dielectric relaxation time. As a result, if an explicit method of integration were used for the continuity and field equations, the maximum allowable timestep would be constrained to be less than a ps. However, several pulses have to be simulated before the device reaches periodic steady state resulting in a required total simulation time of several \( \mu \)s. We therefore chose to integrate the continuity and field equations using the semi-implicit method introduced in Ref. 14. This method requires the solution of a modified Poisson equation with allowable timesteps orders of magnitude larger than the dielectric relaxation time. In addition, when the electron energy equation is used, it becomes limiting for the timestep if an explicit treatment of the source term \( S_e \) is used in Eq. (4). Small timesteps are required to avoid numerical oscillations in the solution of Eq. (4). We therefore chose to treat this term implicitly, using the method introduced in Ref. 15. Sparse linear systems resulting from the discretization of Eqs. (1), (3), and (4) are solved using an implementation of the biconjugate gradient sparse matrix solution method with incomplete LU factorization for preconditioning.\(^10\) In summary, the continuity equations and
the electron energy equation are solved implicitly, and semi-implicit methods are used for the integration of the coupled continuity and field equations, and for the source term in the electron energy equation.

For the numerical treatment of floating electrodes we used the capacity matrix method. In this method Poisson’s equation is solved twice per timestep. First, the total charge, which is assumed to be zero in the case of floating electrodes inserted in the dielectric layer, is distributed uniformly in the surface of the floating electrodes. Poisson’s equation is then solved and the distribution of electric potential (not necessarily constant) on the surface of floating electrodes is obtained. It can be shown that the surface charge density on the floating electrodes can be calculated using the nonconstant potential distribution obtained by Poisson’s equation, and the capacity matrix precalculated at the beginning of the simulation, by imposing the condition of charge conservation and of constant potential on each floating electrode. After calculating the surface charge density, Poisson’s equation is solved again and a constant potential is obtained on the surface of each floating electrode.

The electron impact ionization and excitation frequencies as well as the electron mobility are calculated using the Boltzmann code ELENDIF, which calculates the electron energy distribution function under uniform electric fields. Once the electron mean energy is calculated using Eq. (4), the solution of the Boltzmann equation obtained by ELENDIF is used to determine ionization and excitation frequencies as well as electron mobility. Electron-atom collision cross sections for Ne and Xe are taken from the SIGLO Series. Ion mobilities were obtained from Ref. 20 and Blanc’s law was used to calculate ion mobilities in gas mixtures. Rate coefficients for Penning ionization, dimer ions formation, charge, exchange, recombination, and neutral kinetics reactions as well as excited species lifetimes are taken from Ref. 8. As in Meunier et al., a Holstein escape factor is used to describe the lengthening of the apparent lifetime of the resonant state Xe (3P1) due to radiation trapping, and the resonance radiation is assumed to be optically thin. Electron and ion diffusion coefficients are determined using the Einstein relation

$$D = \frac{k_B T}{\mu},$$

where $k_B$ is the Boltzmann constant, $T$ is the particle temperature, and $\mu$ is the elementary charge. The ion temperature is assumed to be equal to the gas temperature.

C. Cell geometry and boundary conditions

The geometry of the PDP cell used in the simulations is shown in Fig. 1. In our studies we focus on the coplanar-electrode PDP design. The cell consists of two sustain electrodes, X and Y, separated from the gas by a dielectric layer. A MgO layer is deposited on the dielectric film. The bottom of the cell consists of the address electrode A separated from the gas by a dielectric layer with a phosphor layer on top. Floating electrodes inserted in the upper dielectric are included in some of the simulations.

The secondary electron emission coefficients for Ne and Xe ions on MgO are taken to be $\gamma_{Ne} = 0.5$ and $\gamma_{Xe} = 0.01$, respectively, while for the molecular ions we assume $\gamma_{Ne_2} = 0.5\gamma_{Ne}$ and $\gamma_{NeXe} = \gamma_{Xe_2} = 0.5\gamma_{Xe}$. Few data exist for secondary electron emission coefficients on phosphors, which are smaller than the corresponding coefficients on the MgO layer. The secondary electron emission coefficient for Ne ions on the phosphor layer is taken to be $\gamma_{Ne} = 0.1$. For all other ions we assume the ratio of the secondary electron emission coefficients on the MgO and phosphor layers to be the same as the corresponding ratio for Ne ions.

Boundary particle fluxes to the walls include a drift term and a thermal flux term. A secondary electron flux term is included in the electron boundary flux. Reflective boundary conditions are used at the lateral ends of the cell for the continuity equations. The perpendicular electric field is set to zero at the lateral ends of the cell and at the portions of the upper boundary which are not covered by metal. Surface charge density distributions are calculated on the gap–dielectric interface and on the floating electrodes, if included, as described above.

III. RESULTS

A. Standard coplanar-electrode geometry

In this section, we study the effect of the variation of the cell geometry parameters on the performance of the device. The floating electrodes shown in Fig. 1 are not included in these studies. In all cases, the gas mixture filling the region between the dielectrics is a 4% Xe–Ne mixture at a pressure of 500 Torr. The basic cell geometry is as shown in Fig. 1, but without the floating electrodes. The height and width of the cell are $H = 210 \mu m$ and $L = 1260 \mu m$, respectively. The length of the lower dielectric layer is $d_2 = 30 \mu m$. We investigate the effect of the variation of the electrode gap length $g$, the sustain electrode width $w$, the length of the upper dielectric layer $d_1$, and the dielectric constant $\varepsilon_r$ on the operating voltages and the efficiency of the PDP cell. Our reference case is characterized by the parameter values $g = 100 \mu m$, $w = 300 \mu m$, $d_1 = 30 \mu m$, and $\varepsilon_r = 10$.

The voltages applied to the three electrodes during the simulation are shown in Fig. 2(a). Initially, a data pulse $V_D$ and a base-write pulse $-V_{SW}$ are applied simultaneously to
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FIG. 2. (a) Driving scheme used in the simulations showing the voltage applied to the X, Y, and A electrodes. Initially, a 2 µs address pulse is applied, followed by a sequence of alternating polarity sustain pulses. The sustaining frequency is 125 kHz. The address electrode is biased to a voltage of \( V_S/2 \) during the sustaining phase. (b) The self-erase discharge waveform used in the simulations of Sec. III C. The sustaining frequency is 167 kHz. The 2 µs sustain pulses are followed by a 1 µs assistant pulse. The address electrode is floating during the sustaining phase.

1. Voltage margin

We first study the effect of geometric parameters on the operating voltages of the device. PDP cells can operate only if the applied sustaining voltage is held within certain limits. The initial address pulse triggers a discharge between the A and Y electrodes. This discharge is quenched by surface charges accumulated on the dielectrics. Subsequent sustain discharges occur only in the addressed cells, since the sustain voltage \( V_S \) is below the breakdown voltage, as discussed above. The minimum sustaining voltage \( V_{S\text{ min}} \) is defined as the minimum value of \( V_S \) which leads to a steady sequence of sustaining discharges in an addressed cell. The firing voltage \( V_f \) is defined as the breakdown voltage in an unaddressed cell. \( V_{S\text{ min}} \) and \( V_f \) define the voltage margin of the cell. In real PDPs these voltages exhibit some statistical variation, since cells have slightly different dimensions. The voltage margin of the cell should therefore be as large as possible to ensure reliable operation of the display.

In our studies, we investigate the effect of the design parameters \( g, \, w, \, d_1, \, \varepsilon_r \) (Fig. 1) on \( V_{S\text{ min}} \) and \( V_f \). For the calculation of \( V_f \), a sustain pulse \( V_S \) is applied to one of the sustain electrodes and A is biased to \( V_S/2 \), as described above. We use the 2D model to iteratively calculate (to within an accuracy of a volt) the minimum voltage \( V_f \) which leads to breakdown. In all cases the breakdown occurs between the two sustain electrodes.

For the calculation of \( V_{S\text{ min}} \) we first apply the address pulses \( V_D \) and \( V_{SW} \) described above. In all cases, we use \( V_{SW} = 150 \, \text{V}, \, \text{and for the reference case} \)

\[ V_D = 80 \, \text{V}. \]

In all other cases, \( V_D \) is chosen so that the breakdown parameter

\[ \mu = (\alpha_{Ne} \gamma_{Ne} + \alpha_{Xe} \gamma_{Xe}) \left[ e^{(\alpha_{Ne} + \alpha_{Xe}) D - 1} / (\alpha_{Ne} + \alpha_{Xe}) \right] \]

is constant, where \( \alpha_{Ne} \) and \( \alpha_{Xe} \) are the partial first Townsend ionization coefficients for Ne and Xe, respectively, and \( D \) is the discharge gap (Fig. 1). A sequence of sustaining pulses \( V_S \) is then applied between the sustain electrodes [Fig. 2(a)]. We use the 2D model (in an iterative fashion) to calculate (to within an accuracy of a volt) the minimum voltage \( V_{S\text{ min}} \) which leads to a steady sequence of sustain discharges.

The results are shown in Fig. 3. \( V_f \) is an increasing function of \( g \), as expected. Larger \( g \) results in longer discharge paths between the two sustain electrodes, requiring larger voltages for breakdown. The voltage margin, defined as \( V_f - V_{S\text{ min}} \), decreases with \( g \), due to the fact that if \( g \) is increased while \( D \) is kept constant, the breakdown voltage between the two sustain electrodes increases while the breakdown voltage between the sustain and address electrodes
remains constant. The address-sustain discharge path then becomes increasingly favorable over the sustain—sustain path, thus limiting the window of stable operation of the device. Variation of the sustain electrode width \( w \) has no significant effect on \( V_f \) or \( V_s \). The electric field distribution in the region between the two sustain electrodes is not significantly perturbed as \( w \) is varied, so that \( V_f \) and \( V_s \) remain almost constant with \( w \). We see that \( V_f \) is an increasing function of \( d_1 \). As \( d_1 \) is increased, the voltage drop in the gap decreases if the applied voltage is kept constant. Thus, higher voltages are required to cause breakdown. The voltage margin is a decreasing function of \( d_1 \). We note that the cell height \( H \) is kept constant in our calculations, so that as \( d_1 \) decreases, the gap \( D \) increases. Thus, the sustain—sustain discharge path becomes increasingly favorable over the address—sustain path and the window of stable sustain operation becomes wider. Finally, \( V_f \) is a decreasing function of the dielectric constant \( \varepsilon_r \). As \( \varepsilon_r \) is increased, the voltage drop in the gap increases for constant applied voltage. Thus, lower voltages are required to cause breakdown. The variation of \( \varepsilon_r \) has no significant effect on the voltage margin of the cell, since in both the sustain—sustain and address—sustain paths the voltage drop is increased as \( \varepsilon_r \) is increased.

2. Total UV energy and UV efficiency

We next study the effect of geometric parameters of the PDP cell on UV emission. UV photons which excite the phosphors and produce visible light are emitted by certain excited states of Xe [Xe* (\( ^3P_1 \)) (resonant state) at 147 nm, Xe* (\( ^1D_2 \)) at 150 nm, Xe* (\( ^3\Sigma_u^+ \)), and Xe* (\( ^1\Sigma_u^+ \)) at 173 nm (excimer states)]. We define the UV efficiency of the cell as the ratio of total UV emitted energy integrated over all wavelengths considered (147 nm, 150 nm, and 173 nm) to the total dissipated energy during a sustaining period

\[
\eta_{UV} = \frac{\int \int \int dxdy \sum_{i=1}^{n_i} n_i v_i \varepsilon_{UV} i}{\int \int \int dxdy (J_e + \sum_{j=1}^{n_{ion}} J_{ion}) \cdot \mathbf{E}},
\]

where \( n_i \) is the number density of UV emitting excited state of Xe, \( v_i \), and \( \varepsilon_{UV} \) are the corresponding emission frequency and emitted photon energy, respectively, and \( J_e \) and \( J_{ion} \) are the electronic and ionic current (of ion \( i \)), respectively. We note that, as mentioned above, the kinetic scheme used in our model is the same as in Ref. 8.

A similar study has been previously done by Rauf and Kushner. In their work, the applied sustaining voltage used for the calculation of efficiency was kept constant as the geometric parameters were varied. In addition, the efficiency calculation was based on the first sustaining pulse following an initial address pulse. In our work, the voltage waveform shown in Fig. 2(a) is applied in all cases to the cell electrodes. The sustaining voltage is chosen to be the midmargin voltage, shown in Fig. 3 with a dashed line, defined as \( V_s = (V_{s_{min}} + V_f)/2 \) rather than a constant reference voltage. The midmargin voltage is usually chosen as the point of operation of the PDP to ensure reliability. If a constant reference voltage were used for the calculation of efficiency, the value used might be outside the operating window in some cases, as can be seen in Fig. 3. In addition, we calculate the UV efficiency of the PDP cell in the periodic steady state. We found that during the first few sustaining pulses the device is in a transient state. The efficiency during this transition time may be quite different (by as much as a factor of 3) from the steady state efficiency.

Figure 4 shows the total UV energy emitted per sustain pulse as a function of the geometric parameters of the cell. The UV energy is an increasing function of the gap length \( g \). As the gap length \( g \) increases, the discharge path length also increases. As a result, the total energy dissipated by electrons, the energy spent in Xe excitation and consequently the UV emission energy increase. The UV energy is also an increasing function of the sustain electrode width \( w \). As mentioned above, the breakdown initially occurs in the region between the two sustain electrodes where the electric field is higher. As the dielectric surface above the electrodes is covered with charge, the discharge path moves towards the outer ends of the electrodes. This process continues until all the dielectric surface above the electrodes is covered with charge. The total duration of the current pulse is therefore proportional to the electrode width, and the total dissipated energy by electrons, the energy spent in Xe excitation and the UV emission energy increase as the electrode width is increased. Finally, we observe that the UV energy per sustain pulse increases as \( d_1 \) is decreased or \( \varepsilon_r \) is increased. Both decreasing \( d_1 \) or increasing \( \varepsilon_r \) result in increasing the capacitance of the upper dielectric layer. As the capacitance of the dielectric layer is increased more energy has to be dissipated during the discharge before it is quenched by surfaces charges. We note that as \( d_1 \) is decreased or \( \varepsilon_r \) is increased the operating voltages decrease (see Fig. 3). However, the effect of increased capacitance dominates, since the rate of change of the capacitance with respect to \( d_1 \) or \( \varepsilon_r \) is much higher than the rate of change of the midmargin operating voltage with respect to the same parameters.

Figure 5 shows the UV efficiency, as defined in Eq. (9),
FIG. 5. (a) UV efficiency as a function of the sustain electrode gap \( g \); (b) UV efficiency as a function of the sustain electrode width \( w \); (c) UV efficiency as a function of the upper dielectric layer length \( d_1 \); (d) UV efficiency as a function of the dielectric constant \( \varepsilon_r \).

as a function of the geometric parameters of the cell. We observe that by increasing the gap from 80 to 160 \( \mu m \) the UV efficiency increases by \( \sim 25\% \). Variation of the electrode width \( w \) results in insignificant change in the efficiency. Increasing the upper dielectric layer length from 15 to 35 \( \mu m \) results in an \( \sim 15\% \) increase in efficiency. Finally, decreasing the dielectric constant \( \varepsilon_r \) from 14 to 6 results in an \( \sim 8\% \) increase in efficiency.

In order to interpret these results, we focus our attention on the excitation efficiency defined as

\[
\eta_{\text{exc}} = \frac{\int dtdy \int dxdy \sum_{i=1}^{N_{\text{exc}}} n_{i} \nu_{i}^* \epsilon_{\text{exc}}}{\int dtdy \int dxdy (J_e + \sum_{i=1}^{N_{\text{ion}}} J_{\text{ion}}) \cdot \mathbf{E}},
\]

where \( \nu_{i}^* \) is the excitation frequency of excited state of Xe \( i \) which leads through a series of reactions to UV photon production, and \( \epsilon_{\text{exc}} \) is the corresponding electron loss energy. The UV efficiency \( \eta_{\text{UV}} \) is always lower than the excitation efficiency \( \eta_{\text{exc}} \) because in the series of reactions that lead to UV photon production part of the energy of the Xe excited states is lost through cascading to lower states, and because some excited atoms are lost through diffusion to the walls. In all cases considered, we found that \( \eta_{\text{UV}} \) and \( \eta_{\text{exc}} \) are directly related and the effect of the variation of any geometric parameter is the same on both. This is expected since in all cases the gas mixture composition and consequently the rate coefficients of reactions involving excited species are the same. Due to the long lifetimes of some of the excited states of Xe which lead to UV emission, some UV photons are emitted several \( \mu s \) after the corresponding electron impact excitation reaction. In addition, due to particle diffusion and to reabsorption of resonance radiation at 147 nm, the physical location of UV photon emission can be different from that of the corresponding electron impact excitation reaction. As a result, UV emission does not coincide with the corresponding energy dissipation neither temporally nor spatially. On the other hand, if the local equilibrium approximation is assumed, the energy gain from the electric field is locally (in space and in time) balanced by the loss due to collisions. In other words, in the case of excitation efficiency a spatially and temporally local quantity defined as

\[
\eta(x,y,t) = \frac{\sum_{i=1}^{N_{\text{exc}}} n_{i} \nu_{i}^* \epsilon_{\text{exc}}}{(J_e + \sum_{i=1}^{N_{\text{ion}}} J_{\text{ion}}) \cdot \mathbf{E}}
\]

is meaningful, while a similar quantity cannot be defined in the case of UV efficiency for the reasons given above. Nevertheless, careful examination of the local excitation efficiency \( \eta(x,y,t) \) can give useful insight into the factors that govern UV efficiency.

The excitation efficiency can also be written as

\[
\eta_{\text{exc}} = \int_V dxdy \int dtdp_{\text{exc}} \int dtdp_{\text{tot}} \frac{\int dtdp_{\text{exc}} \int dtdp_{\text{tot}}}{\int dtdp_{\text{tot}}},
\]

where \( p_{\text{exc}} = \sum_{i=1}^{N_{\text{exc}}} n_{i} \nu_{i}^* \epsilon_{\text{exc}} \), \( p = (J_e + \sum_{i=1}^{N_{\text{ion}}} J_{\text{ion}}) \cdot \mathbf{E} \), and \( \varepsilon_{\text{tot}} = \int dtdy dp_{\text{tot}} \). In Fig. 6 we show the quantities \( f_1(x,y) = \int dtdp_{\text{exc}} \int dtdp_{\text{tot}} \), \( f_2(x,y) = \int dtdp_{\text{tot}} / \varepsilon_{\text{tot}} \), and \( f(x,y) = f_1(x,y) f_2(x,y) \) for the \( g = 80 \mu m \) and the \( g = 160 \mu m \) cases (the rest of the parameters are those of the reference case). It can be seen from Eq. (11) that \( f_1 \) is the spatially local excitation efficiency, \( f_2 \) is normalized dissipated energy, and \( f = f_1 f_2 \) is a quantity which, if spatially integrated, gives the excitation efficiency, i.e., \( \int dxdy f(x,y) \). We observe that \( f \) is wider in the \( g = 160 \mu m \) case, while the maximum value of \( f \) is higher in the \( g = 80 \mu m \) case. The discharge path between the two sustain electrodes is wider for wider \( g \), as explained above. The overall excitation effi-
Our conclusion from the study of the excitation efficiency is that the wider the discharge area the higher the overall efficiency. In all cases, the discharge area can be divided into two regions: The first is the sheath region where most of the energy dissipation takes place. The efficiency is not very high in this region, since most of the energy is dissipated by the ions. The second is the region between the two electrodes where the initial discharge path is formed. Energy in this region is mostly dissipated by electrons and the efficiency is high. The local excitation efficiency can also be written as

\[
\eta(x,y,t) = \frac{J_x \cdot E}{\sum_{j=0}^{N_{exc}} n_e \cdot v_e \cdot E_{exc}}
\]

where \( \eta_1 \) is a measure of how efficiently the electrons excite Xe atoms, while \( \eta_2 \) is a measure of how efficiently the electrons are heated by the electric field. It is interesting to note that both \( \eta_1 \) and \( \eta_2 \) are higher in the region between the two electrodes. The electric field is lower during the discharge in the region between the two electrodes compared to the high electric field of the sheath region directly below the dielectric layer. The quantity \( \eta_1 \) is higher for lower electric fields (this is true for \( E = E_k \), where \( E_k \) is the breakdown electric field), while \( \eta_2 \) is also higher in the region between the electrodes, since the sheath region is dominated by the ionic current.

The overall efficiency increases as the highly efficient discharge region between the two electrodes becomes wider. It is for this reason that the UV efficiency of the discharge increases as \( g \) or \( d_1 \) is increased or as \( v_e \) is decreased. From a practical point of view, we note that in all three cases the increase in efficiency is accompanied by an increase in the operating voltages. We can conclude that in the standard coplanar-electrode geometry there is a tradeoff between high UV efficiency and low operating voltages. If the electrode width \( w \) is varied, there is no significant change in the efficiency, as mentioned above, since the spatial extent of the discharge region between the two electrodes does not change. We finally note that the dependence of efficiency on the geometric parameters of the cell is directly related to the spatial extent of the discharge, so that uncertainties in model data such as cross sections and rate coefficients do not have a significant effect on this result.

Figures 8(a) and 8(b) show the normalized density of energy spent in Xe excitation calculated using the electron energy equation and the local field approximation, respectively. Results are presented for the reference case. In the case of the local field approximation we use the effective-electric field expression introduced in Ref. 9.
with Ref. 12, we observe that use of the local field approximation substantially modifies the discharge characteristics. The more detailed treatment of electron impact reaction rates and transport coefficients with the electron energy equation results in a wider discharge region. We found that the local field approximation underestimates the electron ionization and excitation coefficients in the bulk plasma region because it does not take into account energy transport from the cathode region to the colder bulk plasma region through thermal conduction and drift of warm electrons from the cathode region. As a result, a more confined discharge region is predicted, which, in agreement with our previous discussions, results in substantially lower discharge efficiency. We found that when the local field approximation is used instead of the electron energy equation the excitation efficiency is \( \sim 32\% \) lower for the reference case. Similarly large errors in the calculation of discharge efficiency when the local field approximation is used instead of the electron energy equation are reported in Ref. 28.

### B. Effect of floating electrodes

In this section, we investigate the effect of the insertion of floating electrodes in the upper dielectric layer. The geometry of the PDP cell with floating electrodes is as shown in Fig. 1. The use of floating electrodes has been proposed as a way to improve the performance of the PDP cell.

In our studies, we choose the width of the floating electrodes to be \( w_f = 150 \, \mu \text{m} \), and the distance from the sustain electrodes to be \( d_f = 20 \, \mu \text{m} \) (Fig. 1). All other parameters were chosen to be the same as in the reference case. In addition, the same driving scheme was used [Fig. 2(a)]. Since the floating electrodes are inserted in the region below the outer ends of the sustain electrodes, no significant change in the breakdown voltage of the cell is expected. We found that for \( w_f = 200 \, \mu \text{m} \) the breakdown voltage is the same as in the reference case to within an accuracy of a volt. We therefore applied the same sustaining voltage to compare the floating-electrode PDP cell with the reference coplanar-electrode PDP cell, which for brevity will heretofore be referred to as the new and standard structures, respectively.

In Figs. 9(a) and 9(b), we show the dissipated energy density during one sustaining period [Fig. 2(a)] for the standard and new structure cases, respectively. In both cases, high dissipated energy density is observed in the regions directly below the dielectric layer covering the sustaining electrodes. We also observe that the high dissipated energy density region is more localized in the new structure case. In Figs. 9(c) and 9(d), we show the total UV emission energy density integrated over all wavelengths considered (147, 150, and 173 nm) during one sustaining period for the standard and new structure cases, respectively. We observe that UV emission is confined to the regions below the dielectric surface covering the sustaining electrodes. However, in both cases the region of high UV emission is wider (note the different vertical scales for Figs. 9(a) and 9(b) versus Figs. 9(c) and 9(d)) when compared to the region of high dissipated energy density [shown in Figs. 9(a) and 9(b)], extending towards the lower dielectric layer. This result is due to diffusion of some of the excited states of Xe which have long lifetimes. In addition, UV emission is more localized in the new structure case, since the region where power is spent by electrons in Xe excitation is more localized, as explained above [Figs. 9(a) and 9(b)]. The discharge current and UV emission confinement of the discharge by the new structure is expected to reduce cross talk between adjacent cells in agreement with the experimental findings reported in Ref. 5. The total UV energy emitted per sustain pulse in the new structure case was found to be approximately equal to the UV energy emitted in a coplanar-electrode PDP cell with electrode width \( w = 260 \, \mu \text{m} \) (Fig. 4). However, the emitted UV energy is more confined in the new structure case. The confinement of the discharge in the new structure case results in a \( \sim 8\% \) decrease in UV efficiency. Overall, the advantage of the new structure over the standard structure is that the same total amount of UV light can be emitted in a more confined area, thus limiting cross talk with adjacent cells, at the expense of some reduction in efficiency.

Figures 10(a) and 10(b) show the dissipated total power, dissipated electron power, and power spent on Xe excitation in the PDP cell per unit length for the standard and new structure cases, respectively. Results are shown as a function of time, during the discharge caused by the fourth sustain pulse applied to the \( X \) electrode starting at \( t = 14 \, \mu \text{s} \). We observe that the shape of the discharge power pulses are quite different, in agreement with the experimental results for the discharge current waveform. For the case of the new cell structure, the voltage waveform has a double-pulse shape. Figures 10(c) and 10(d) show snapshots of the surface charge density deposited on the upper dielectric layer for the standard and new structure cases, respectively. Figure 10(d) also shows snapshots of the induced surface charge density on the floating electrodes. The times corresponding to the snapshots are also shown in Figs. 10(a) and 10(b) with dots for comparison. It should be noted that during the discharge caused by the fourth pulse, the \( X \) electrode acts as the anode, while the \( Y \) electrode acts as the cathode. In the standard
case, we observe that initially the surface charge distribution is symmetric with respect to the center of the sustain electrode gap. As the dielectric layer below the cathode is covered with positive charge, the discharge path moves towards the outer ends of the electrodes. This process continues until all the dielectric layer below the cathode is covered with positive charge, as previously discussed. In the new structure case, a quite different behavior is observed. The floating electrode below the cathode initially has a small charge density. The initial phase of the discharge does not differ substantially from the standard case. However, in the new structure case as the discharge path moves towards the inner end of the floating electrode below the cathode, the surface charge on the floating electrode is redistributed. Negative charge is attracted on the inner end of the floating electrode by the positive surface charge deposited on the dielectric layer and the positive space charge in the sheath region. As negative charge is accumulated in the inner end of the floating electrode, the electric field in the discharge path is enhanced, more positive charge has to be deposited on the dielectric layer before the discharge is quenched, and the discharge current consequently increases.

C. Effect of self-erase discharge waveform

In this section, we investigate the effect of using an alternative sustaining waveform. Figure 2(b) shows the self-erase discharge waveform used for the simulations discussed in this section. The frequency of the waveform is 167 kHz and the rise and fall times of all pulses are 100 ns. The duration of the sustain pulse is 2 μs. Each sustain pulse is followed by an assistant pulse of opposite polarity and 1 μs duration. The use of the self-erase discharge waveform has been proposed as a way to improve the efficiency of the PDP cell. In the self-erase discharge waveform there is an idle period, between the application of the sustain pulses. Under certain conditions, surface charges on the upper dielectric layer deposited by the previous sustain discharge and space charges may cause a self-erase discharge during the idle period. Part of the charge deposited by the previous sustain discharge is erased. An assistant pulse may be applied during the idle period to promote the self-erase discharge.

We compared the waveform shown in Fig. 2(a) with the self-erase discharge waveform shown in Fig. 2(b) which will heretofore be referred to as the standard and new waveforms, respectively. When the new waveform is used, the address electrode is floating during the application of the sustaining waveform to prevent discharges between the address and sustain electrodes. The reference coplanar-electrode PDP cell was used (without the floating electrodes). The amplitude of

FIG. 10. (a), (b) Dissipated total power $P_{\text{tot}}$, dissipated electron power $P_{\text{ele}}$, and power spent on Xe excitation $P_{\text{exc}}$ per unit length for the standard and new structure, respectively; (c) snapshots of the surface charge density on the upper dielectric layer for the standard structure; (d) snapshots of the surface charge density on the upper dielectric layer and on the floating electrodes (with dashed lines) for the new structure. The positions of electrodes are shown with dashed lines.
the new waveform is used, the second less efficient period is the period where the ionic current in the sheath dominates. When electronic current dominates and a subsequent less efficient discharge is characterized by an initial period where the cathode with positive charge, is shorter. Every sustained by the time required to cover the dielectric layer between the two subsequent sustain discharge periods, as shown in Fig. 11(d). The two smaller UV pulses are caused by self-erase discharges during the idle period. This result is also observed in the experiment. We found that in a sequence of two sustain discharge pulses, one has shorter duration and is more efficient for the reasons described above. In the experiment, it was observed that the luminance and luminous efficiency are maximized for the lower dielectric length $d_2$, as the sustaining voltage waveform. Use of this new waveform results in a further increase of the UV efficiency, although the experimentally observed further increase of the UV efficiency when assistant pulses are used was not reproduced by the simulation.

FIG. 11. (a) UV efficiency as a function of the amplitude of the assistant pulse $\delta v$. (b) Total UV energy emitted per period as a function of the amplitude of the assistant pulse $\delta v$. (c) Dissipated energy per period as a function of the amplitude of the assistant pulse $\delta v$. (d) UV emission power per unit length at 147 nm for $\delta v = 0$. The two UV pulses caused by two subsequent sustain discharges have different amplitude. The two smaller UV pulses are caused by self-erase discharges during the idle period [Fig. 2(b)].

If no assistant pulse is used, the UV efficiency of the new waveform is $\sim 17\%$ higher than the UV efficiency of the standard waveform, in good agreement with the experimentally observed increase in the luminous efficiency. When the new waveform is used, a self-erase discharge during the idle period erases part of the surface charge deposited by the previous sustain discharge, as mentioned above. As a result, the duration of the next sustain discharge, which is determined by the time required to cover the dielectric layer below the cathode with positive charge, is shorter. Every sustain discharge is characterized by an initial period where the electronic current dominates and a subsequent less efficient period where the ionic current in the sheath dominates. When the new waveform is used, the second less efficient period is shorter so that the overall efficiency is higher. Figures 11(a), 11(b), and 11(c) show the calculated UV efficiency, UV energy, and dissipated energy per period, respectively, as a function of the assistant voltage $\delta v$. When comparing Fig. 11(b) with Fig. 4, it should be taken into account that time integration is over one period (6 $\mu$s) in the first case, and over one sustain pulse (4 $\mu$s) in the second case [Figs. 2(a) and 2(b)]. The experimentally observed increase in luminance and luminous efficiency, when the assistant pulse is applied, is not reproduced by the simulation. When the standard waveform is used, UV light emission is periodic with period equal to one half of the sustaining period, due to the fact that UV pulses produced by sustaining pulses of opposite polarity are identical. When the new waveform is used, two subsequent sustain discharge pulses and consequently the two corresponding light pulses are not identical, as shown in Fig. 11(d). The two smaller UV pulses are caused by self-erase discharges during the idle period. This result is also observed in the experiment. We found that in a sequence of two sustain discharge pulses, one has shorter duration and is more efficient for the reasons described above. In the experiment, it was observed that the luminance and luminous efficiency are maximized for $\delta v = 10$ V. This observation may be due to the fact that for the specific experimental conditions (cell geometry, driving scheme, gas mixture) this particular amplitude of the assistant pulse represents an optimal match between two subsequent sustain discharge pulses so that the overall efficiency is maximized.

IV. SUMMARY

We used a two-dimensional self-consistent model to investigate the effect of the variation of the cell design parameters on the operating voltages and UV efficiency of a coplanar-electrode PDP cell. As the sustain electrode gap $g$ or the upper dielectric length $d_1$ is increased, or as the dielectric constant $\varepsilon$, is decreased both the efficiency and the operating voltages increase. If the sustain electrode width $w$ is varied, there is no significant change in either the efficiency or in the operating voltages. Analysis of the factors that determine the UV efficiency showed that the wider the discharge area the higher the efficiency. In addition, we used the model to investigate the effect of the insertion of floating electrodes in the upper dielectric layer. We found that, if this new structure is used, the same total amount of UV light can be emitted in a more confined area, thus limiting cross talk with adjacent cells, while efficiency decreases by $\sim 8\%$. Finally, we investigated the effect of applying a self-erase discharge sustaining voltage waveform. Use of this new waveform results in a $\sim 17\%$ increase of the UV efficiency, although the experimentally observed further increase of the efficiency when assistant pulses are used was not reproduced by the simulation.
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