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1 Abstract

The NVAX and NVAX+ CPU chi ps are high-performance VAX m croprocessors that
use techniques traditionally associated with RI SC mi croprocessor designs

to dramatically inprove VAX performance. The two chi ps provide an upgrade
path for existing VAX systenms and a migration path from VAX systens to the
new Al pha AXP systens. The design evol ved throughout the project as tinme-
to-market, performance, and conplexity trade-offs were nmade. Special design
features address the issues of debug, mmintenance, and anal ysis.

2 Introduction

The NVAX and NVAX+ CPUs are high-perfornmance, single-chip mcroprocessors
that inplenent Digital's VAX architecture.[1] The NVAX chip provides an
upgrade path for existing systenms that use the previous generation of

VAX m croprocessors. The NVAX+ chip is used in new systens that support
Digital's DECchip 21064 m croprocessor, which inplenments the Al pha AXP
architecture.[2,3] These two NVAX chi ps share a basic design.

The hi gh-performance, conpl ementary netal - oxi de sem conduct or ( CMOS)
process used to inplenent both chips allows the application of pipelining
techniques traditionally associated with reduced instruction set

conmputer (RISC) CPUs.[4] Using these techniques dramatically inproves

the performance of the NVAX and NVAX+ chi ps as conpared to previous VAX
nm croprocessors and results in performance that approaches and nay even
exceed the performance of popular industry RI SC m croprocessors.

The chi p design evol ved throughout the project as the goals influenced

the schedul e, performance, and conplexity trade-offs that were nmade. The
two primary design goals were tinme-to-market, without sacrificing quality,
and i nproved VAX CPU performance. Qur internal goal was for the NVAX CPU
performance to be nore than 25 tinmes the performance of a VAX-11/780 system
in a datacenter system Achieving these goals required neeting aggressive
schedul es and thus concentrating on the high-Ieverage design points and on
an unprecedented verification effort.[5]

Support for multiple systemenvironments, conpatibility with previous
VAX products and systens, and a nmeans to nmigrate fromtraditional VAX
systenms to the new Al pha AXP platforns were al so i nportant design goals.
These goal s had a profound inpact on the design of the cache protocols
and the external bus interfaces. NVAX and NVAX+ engi neers worked cl osely
with engineers in Digital's systens groups during the definition of these
operations.
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The paper begins by conparing the basic features of the NVAX and NVAX+
chi ps and then describes in detail the chip interfaces and design el enents.
Thi s description serves as the foundation for the ensuing discussion of
design evolution and trade-offs. The paper concludes with information about
the special design features that address the issues of debug, nmintenance,
and anal ysi s.

3 Conparison of the NVAX and NVAX+ Chips

The NVAX and NVAX+ chips are identical in many respects, differing
primarily in external cache and bus support. NVAX is intended for systens
that use previously designed VAX m croprocessors. The foll ow ng systens
currently use the NVAX chip: the VAXstation 4000 Model 90; the M croVAX
3100 Model 90; the VAX 4000 Mbdels 100, 400, 500, and 600; and the

VAX 6000 Model 600.[6,7,8,9] NVAX supports an external wite-back cache
that inplenents a directory-based broadcast coherence protocol that is
conpatible with earlier VAX systemns.[10]

NVAX+ is designed for systenms that use the DECchip 21064 nicroprocessor

i mpl ementation of the Al pha AXP architecture and is currently used in the
VAX 7000 Model 600 and the VAX 10000 Model 600 systens. NVAX+ supports an
external cache and bus protocol that is conmpatible with that of the DECchip
21064 m croprocessor. In existing systenms, NVAX+ is configured to support
an external wite-back cache that inplenents a conditional wite-update
snoopy coherence protocol.[11]

The two CPU chi ps provide both the neans to upgrade installed VAX systens,
thus protecting previous investnents, and a migration path froma VAX

nm croprocessor to a DECchip 21064 m croprocessor in the new Al pha AXP
syst ens.

4 Chip Interfaces

The NVAX chip interfaces to an external wite-back cache (B-cache) through
a private port with tag and data static random access nmenories (RAMs)

on the nodule, as shown in Figure 1. The size and speed of the cache are
programmbl e, allowing the chip to accommpdate a range of possible system
configurations.

The NVAX data and address lines (NDAL) constitute a 64-bit bidirectiona
external bus with associated control signals that operates at one-third

the frequency of the CPU from cl ocks provided by the CPU. Addresses and
data are tinme-nmultiplexed and, to provide high performance, are overl apped
with arbitration for future transacti ons and acknow edgnment of previous
transactions. The NDAL bus protocol allows up to two di sconnected reads and
multiple wite-backs to be outstanding at the same tine, using identifiers
to distinguish the different transactions. External interrupt requests are



recei ved through dedicated lines and arbitrated by logic in the CPU
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The NVAX+ chip interfaces to an external write-back B-cache inplenmented
with tag and data static RAMs on the nodul e through a port shared with
system control logic, as shown in Figure 2. Responsibility for controlling
the cache port is shared between NVAX+ and the system environnent; the
NVAX+ chi p handl es the commopn cases of read hit and exclusive wite, and
the system environnent provides cache policy control for other events. The
si ze and speed of the cache can be configured to allow a range of possible
system configurations.

The DECchi p 21064 data and address |ines (EDAL) constitute a derultipl exed,
bi directional bus with 29 bits of address, 128 bits of data, and the

associ ated control signals. This bus operates at one-half, one-third, or
one-fourth the frequency of the CPU from cl ocks provided by the CPU. The
speed of the system clocks can be programmed to accommdate vari ous RAM
and system speeds. At power-up time, initialization information, including
RAM tim ng, and diagnostics are |oaded froma serial read-only nenory (ROM
into the on-chip cache. The external interrupt handling is sinmlar to that
of the NVAX chip.

5 Electrical and Physical Design

Process technol ogy, clocking scheme, clock frequency, and die
specifications are elenents of the electrical and physical design of the
NVAX and NVAX+ chips. Both chips are inplenented in Digital's fourth-
generation conpl ementary netal - oxi de sem conduct or (CMOS-4) technol ogy.
CMOS-4 is a 0.75-mcroneter, 3.3-volt process with support for 5-volt input
signals at the pins. The CMOS-4 process is optimzed for high-performance
nm croprocessors and provides short (0.5-nmicronmeter) channel |engths and
three |l ayers of netal interconnect. This robust and reliable process has
been used to produce NVAX chips in volunme for nore than a year and is the
same CMOS process used in the DECchip 21064 m croprocessor

NVAX and NVAX+ use a four-phase cl ocking schenme, driven by an oscillator
that operates at four tinmes the internal clock frequency. The oscillator
frequency is divided by an on-chip, finite-state-nmachine clock generator; a
| ow- skew cl ock distribution network is used for both internal and externa
cl ocks.

To nmeet the needs of the system designer, the two chips are designed

for use at various frequencies. At present, NVAX is used in systens at

i nternal clock frequencies of 83.3 nmegahertz (MHz) (12-nanosecond [ns]
clock cycles), 74.4 MHz (14-ns clock cycles), and 62.5 MHz (16-ns clock
cycles). NVAX+ is used in systens at a frequency of 90.9 MHz (11-ns clock
cycles).

Each chip contains 1.3 nmillion transistors on a die that is 16.2-by-14.6
millimeters in size. NVAX is packaged in a 339-pin, through-hole pin grid



array. NVAX+ is packaged in a 431-pin, through-hole pin grid array.
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6 Architecture Design

The NVAX/ NVAX+ design is partitioned into five relatively autononous
functional units: the instruction fetch and decode unit (Il-box), the

i nteger and | ogical instruction execution unit (E-box), the floating-point
execution unit (F-box), the address translation and primary cache interface
(M box), and the external cache and system bus interface (C-box). Queues

pl aced at critical interface boundaries normalize the rate at which the
units process instructions. A block diagram of the NVAX and NVAX+ core is
shown in Figure 3.
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The | -box

The |-box fetches and decodes VAX instructions, eval uates operand

speci fiers, and queues operands in canonical formfor further processing.
Included in the I-box is a 2-kilobyte (KB), direct-mapped virtua

i nstruction cache (VIC) with 32-byte cache bl ocks. For reliability, the
VIC includes parity protection on both tags and data.

During each cycle, the I-box attenpts to fetch 8 bytes of instruction data
fromthe VIC and place this data in an enpty slot in the prefetch queue
(PFQ. AVIC miss incurs a three-cycle penalty if the requested data

is found in the primary cache. PFQ data is then decoded into the next

VAX instruction conponent, which nmay be one of the follow ng: operation
code (opcode) and first specifier or branch displacenent, subsequent
specifier, or inplicit specifier (an imaginary specifier included to

i mprove the performance of some instructions). The |-box enters the opcode-
related information into the instruction queue, the pointers to source and
destination operands into their respective source and destinati on queues,
and the branch-related information into the branch queue.

For operand specifiers other than short literal or register node, the |-
box decode | ogic invokes the pipelined conplex specifier unit (CSU) to
conpute the effective address and initiate the appropriate nmenory request
to the Mbox. The CSU is simlar in function to the |oad/store unit on many
traditional RISC nachines.

The |-box automatically redirects the program counter (PC) to the

target address when it decodes one of the follow ng instruction types:
uncondi ti onal branch, junp, and subroutine call and return. The branch-
taken penalty is two cycles for any conditional or unconditional branch
To keep the pipeline full across conditional branches, the |-box includes
a 512-bit by 4-bit branch prediction array. The prediction is entered in
the branch queue by the |I-box and conpared with the actual branch direction
by the E-box. If the I-box predicts incorrectly, the E-box invokes a trap
mechanismto drain the pipeline and restart the |I-box at the alternate
PC. A branch mispredict incurs a four-cycle penalty for a branch that is
actual ly taken and a six-cycle penalty for a branch that is not taken.

The E-box

The E-box is responsible for the execution of all non-floating-point
instructions, for interrupt and exception handling, and for various
overhead functions. Al functions are m crocode-controlled, i.e., driven
by a m crosequencer with a 1,600-word control store and a 20-word patch
capability. Since the control store does not linit the cycle tinme, we
chose to inplenment a single mcrocode control schenme, rather than hardwire
control for the sinple instructions and provide m crocode control for the



remai ni ng i nstructions.
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The E-box begins instruction execution based on information taken fromthe
i nstruction queue. References to specifier operands and results are nmde
indirectly through pointers in the source and destination queues. In this
way, nost E-box instruction flows do not need to know whet her operands or
results are in register, nmenory, or instruction stream

To inprove the performance of certain critical instructions, the E-box
cont ai ns speci al - purpose hardware. A mask processing unit finds the next
bit set in a mask register and is used in the follow ng instructions: FFC,
FFS, CALLS, CALLG RET, PUSHR, and POPR. A popul ati on counter provides

t he nunber of bits set in a mask and is used in the CALLS, CALLG PUSHR,
and POPR instructions. In addition, mcrocode can operate the arithnetic
logic unit (ALU) and shifter independently to produce two conputations

per cycle, which can significantly inprove the parallel operation of the
conpl ex instructions.

In addition to normal instruction processing, the E-box perforns all power-
up functions and interrupt and exception processing, directs operands

to the F-box, and accepts results fromthe F-box. To guarantee that

i nstructions conplete in instruction stream order, the E-box orchestrates
result stores and instruction conpletion between the E-box and F-box.

The F-box

The F-box perforns |longword (32-bit) integer nultiply and fl oating-point
i nstruction execution. The E-box supplies operands, and the F-box transmits
results and status back to the E-box.

The F-box contains a four-stage, floating-point and integer-nultiply

pi peline, and a nonpipelined, floating-point divider. Subject to operand
avai lability, the F-box can start a single-precision, floating-point
operation during every cycle, and a doubl e-precision, floating-point or
integer-multiply operation during every other cycle.

Stage 1 of the pipeline calculates operand exponent difference, adds

the fraction fields, performs recoding of the nmultiplier, and conputes
three tines the nultiplicand. Stage 2 performs alignnent, fraction

mul tiplication, and zero and | eadi ng-one detection of the internediate
results. Stage 3 perforns normalization, fraction addition, and a m niround
operation for floating-point add, subtract, and multiply instructions.
Stage 4 performs roundi ng, exception detection, and condition code

eval uati on.

Stage 3 performs a miniround operation on the result calculated to that
point to determine if a full-round operation is required in Stage 4.

To do this, a round operation is perforned on only the | oworder three
(for single-precision) or six (for double-precision) fraction bits of



the result. If no carry-out occurs for this operation, the renmaining
fraction bits are not affected and the full stage 4 round operation is
not required. If the full round is not required, stage 4 is dynamically
bypassed, resulting in an effective three-stage pipeline.
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The M box

The Mbox is responsible for address translation, access checking, and
access to the primary instruction and data cache (P-cache). The M box
accepts requests fromnultiple sources and processes these requests in

an order that reflects both the priority of the request and the need to

mai ntain instruction stream ordering of nenory reads and wites. Address
transl ati on and cache access are fully pipelined; the Mbox can start a new
request at the begi nning of every cycle.

The M box perforns address translation and access checki ng by neans

of a 96-entry, fully associative translation buffer (TB) with parity
protection. If a TB miss occurs, the Mbox automatically invokes a hardware
nm ss sequence that cal cul ates the address of the page table entry (PTE)
that maps the page, fetches the PTE fromnenory, refills the TB, and
restarts the reference. TB allocation is perfornmed using a not-I|ast-used
schenme, which is simlar to a round-robin but guarantees that the npst
recently referenced entry will not be overwitten. The M box reports access
violations and page faults to the E-box, and E-box m crocode processes
these m sses with hardware support fromthe M box.

The Mbox also translates nmenory destination operand addresses provi ded
by the I-box and saves the correspondi ng physical address in the physica
address (PA) queue. Wen the E-box stores a result, the Mbox matches the
data with the next address in the PA queue and converts this data to a
normal wite request. The PA queue is also used to check for conflicts in
read requests to a location in which nothing has been witten.

The P-cache is an 8KB, two-way set-associative cache with 32-byte bl ocks
and parity protection on tags and data. The P-cache can be confi gured

to cache instructions, data, or both, and usually has the latter
configuration. For conpatibility with the DECchip 21064 m croprocessor

t he NVAX+ P-cache can al so be configured into a direct-mapped organi zati on.

The NVAX C-box

The NVAX C-box mmintains the interface to the external B-cache and to the
NDAL bus. The C-box receives read and wite requests fromthe M box and
monitors the NDAL for activity that would require an invalidate operation
in either cache. Consecutive wites to the same quadword (64 bits) are
nmerged into a single quadword datum by packing |ogic placed at the input of
an eight-entry quadword write queue.

The C-box can accept one instruction read request and one data read request
fromthe Mbox. Conflict logic in the wite queue allows nonconflicting
read requests to be processed before queued wite requests are perforned.
Conflicts are resol ved by processing wite queue entries until the



conflicting wite is conpleted.
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The C-box supports four B-cache sizes: 128KB, 256KB, 512KB, and 2 negabytes
(MB). The system desi gner can independently select tag and data RAM speeds
to meet systemrequirenments, regardl ess of the frequency at which the CPU
is running. The B-cache bl ock size is 32 bytes, and both tag and data RAMs
are protected with error correction code (ECC) that corrects single-bit
errors and detects both double-bit errors and full 4-bit RAMfailures.

The B-cache inplenents a directory-based broadcast coherence protocol in
conjunction with a menory directory containing one bit per 32-byte bl ock
Each nmenory directory bit indicates if the associated block is valid in
menory or has been written and exists in a cache. Unwitten bl ocks may
exist in nultiple caches in the system Witten blocks nay exist in exactly
one cache.

An attenpt to wite to a block that is not both valid and already witten
in the B-cache causes the C-box to request wite perm ssion from nenory

by means of a special NDAL bus read conmand. The nmenory controller will

not respond to any NDAL bus transactions to a block that is witten in a
cache. Instead, it waits for the CPU, which contains an updated copy of the
bl ock, to wite the block back to nenory and then conpletes the origina
transaction. All CPUs in the system nonitor the NDAL bus for read and wite
transactions and conpare the address against their B-cache tags. |If a match
is found, the cache block is either witten back to nmenory, invalidated, or
bot h, depending on the transaction type and the state of the block in the
cache.

The NDAL protocol fully supports nultiprocessing inplenentations and does
not require any special chip variants to construct a nultiprocessor system
The C-box invokes invalidate or wite-back requests as required to keep the
B-cache and P-cache coherent with NDAL activity.

The NVAX+ C-box

The NVAX+ C-box provides the interface between the internal functiona

units and the EDAL pin bus inplenented by the DECchi p 21064 i croprocessor
This C-box interface includes the basic interface control for the externa
B-cache and for the nmenmory and 1/ 0O system The NVAX+ C-box receives read
and wite requests fromthe Mbox. These requests are queued and arbitrated
within the C-box and result in cache or system access across the EDAL. The
NVAX+ C-box al so nmintains cache coherency by sending invalidate requests
to the Mbox when requested by external |ogic.

The NVAX+ C-box inplenmentation provides many of the sane features and
performance enhancenents available in the NVAX C-box. Included is support
for software-programabl e B-cache speeds (one-half, one-third, or one-
fourth times the CPU frequency) and sizes (128KB to 8MB), write packing,
write queuing, and read-wite reordering. In addition, the NVAX+ C-box



supports the newer platfornms and increases the degree to which NVAX+ is
conpatible with the DECchip 21064 mi croprocessor. NVAX+ C-box features

i ncl ude programuabl e system cl ock speeds, 1/0 space-nmappi ng, and a direct-
mapped option on the P-cache.
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A major difference between the NVAX and NVAX+ inplenmentations is in the

B- cache coherence protocol. Rather than nandate a fixed B-cache coherence
protocol, the NVAX+ inplenmentation allows systems to tailor the protoco

to their particular needs. NVAX+ cache coherency is inplenented jointly

by off-chip system support |ogic and by the CPU chip, with rel evant

i nformati on passed between the two over the EDAL bus. To allow duplicate
cache tag stores (if they exist) to be properly updated, the NVAX+ C-box
provides information to off-chip logic, indicating when the internal caches
are updated. External logic notifies the NVAX+ C-box when an internal cache
entry needs to be invalidated because of external bus activity.

Exi sting systens configure the B-cache to inplenent a conditional wite-
updat e snoopy protocol carried out using shared and witten signals on
the system bus. Wites to shared bl ocks are broadcast to other caches for
conditional update in those caches. A CPU that receives a wite update
checks the NVAX+ P-cache to determine if the block is also present in
that cache. If the block is present, the B-cache update is accepted and
witten into the B-cache, and the P-cache is invalidated. If the data is
not present in the P-cache, the B-cache is invalidated. This results in a
write-update protocol for data that was recently referenced by a CPU (and
hence is valid in the P-cache) and reduces to a wite-invalidate protoco
for data that was not recently referenced.

To accommpdat e the programrabl e nature of both the system and cache cl ock
frequenci es, the NVAX+ C-box supports nine different combinati ons of cache
and system cl ock frequencies. This support allows efficient use of the chip
in a wide range of different performance class systens.

Pi pel i ne Operation

The NVAX and NVAX+ chips inplenment a macropipeline. Miltiple VAX
macroi nstructions are processed in parallel by relatively autononmous
functional units with queued interfaces at critical boundaries. Each
functional unit also has an internal pipeline (mcropipeline) to allow
a new operation to start at the beginning of every cycle. The pipeline
operation can be logically depicted, as shown in Figure 4.

In pipeline segment SO, instruction streamdata is read fromthe VIC. The
next VAX instruction conponent is parsed, and queue entries are nmade in
segnment S1. For short literal and register specifiers, no other processing
is required. Requests for further processing for all other specifiers are
queued to the CSU pi pel i ne, which reads operand base addresses in segnment
S2, calculates an effective address, and nakes any required M box request
contained in segnent S3. |If an Mbox request is nmade, address translation
and P-cache | ookup occur in segnments S4 and Sb.

Instruction execution starts with an E-box control store |ookup in segnment



S2, followed by a register file read of any required operands in segnent
S3, an ALU and/or shifter operation in segment S4, and a potentia

result store or register file wite in segnent S5. If an M box request

is required, e.g., for a menory store, the request is nmade in segnent $4;

Digital Technical Journal Vol. 4 No. 3 Sumer 1992 9



The NVAX and NVAX+ Hi gh- performance VAX M croprocessors

address translation or PA queue access occurs in segnment S5; and a P-cache
access occurs in segnent S6.

Fl oati ng-point and integer-multiply instruction execution starts in the

E- box, which transfers operands to the F-box. The four-stage F-box pipeline
is skewed by half a cycle with respect to the E-box pipeline, beginning

hal fway through segnent S4. The fourth segnent of the F-box pipeline is
conditionally bypassed if a full-round operation is not required. The
result is transnmitted back to the E-box, logically in segnent S5 of the

pi peline.

Pi pel i ne bypasses exist for all inportant cases in the I-box and E-box

pi pelines, so that there are no stalls for results feeding directly into
subsequent operands. The M box processing of nenory references initiated as
a result of operand specifier processing by the I-box is usually overl apped
with the execution of the previous instruction in the E-box, with few or no
stalls occurring on P-cache hit.

7 Design Evolution and Trade-offs

The NVAX and NVAX+ chips are the latest in a line of CMOS VAX

nm croprocessors designed by Digital's engineers and represent a continuing
evol ution of architectural concepts fromone inplenentation to the

next. The preceding chip design was the CPU for the VAX 6000 Mydel 400
system [12] To neet the tinme-to-market and performance goals, we had to
nodi fy the NVAX/ NVAX+ desi gn throughout the project.

One of the early vehicles for naking design trade-offs was the NVAX
performance nodel, which predicts CPU and system performance and aids

in quantifying the performance inpact of various design options. The
performance nodel is a detailed, trace-driven nodel which can be easily
configured by changi ng any of a variety of input paraneters. The node
stimuli used were 15 generic tinesharing and 22 benchmark instruction
trace files that were captured by running actual prograns on existing VAX
syst ens.

The foll owi ng sections describe the evolution of the chip design, including
t he nunber of chips, the pipelining technique used, and vari ous cache
i ssues.

Nunmber of CPU Chi ps

The VAX 6000 Model 400 core CPU inplenentation is a three-chip design: a
processor chip, with a small on-chip prinmary cache; a floating-point chip
and a secondary cache controller, with internal cache tags. The initia
attenpt at NVAX CPU definition was a two-chip design. One chip contained
the I-box (with a 4KB VIC), the E-box, the F-box, and the Mbox (with a



16KB, direct-mapped P-cache). The second chip held the C-box and the B-
cache tag array. The project design goals, especially tinme-to-mrket, |ed
to a single-chip solution, rather than a two-chip design.
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To condense the design fromtwo chips to one, we halved the sizes of the
VI C and the P-cache and noved the B-cache tags to external static RAMs,

| eaving the B-cache controller on-chip. Later, we were able to reduce

the penalty of halving the size of the P-cache by making it two-way set
associ ative rather than direct mapped. Wth these changes, the performance
nodel showed a performance | oss of less than 1.4 percent across all the
traces, relative to the two-chip design, with a worst-case penalty of 3.9
percent.

There are strong advantages to the single-chip solution.
1. Designing a single chip takes less tine.

2. This design requires the production and nmai ntenance of only one design
dat abase and one mask set.

3. Latency to the B-cache is shorter

4. An off-chip tag store provides nore flexibility in B-cache
configurations.

Macr opi pel i ni ng

Run-time performance is the product of the cycle tine, the average tine

to execute an instruction (cycles per instruction [CPI]) and the nunber

of instructions executed. CMOS process inprovenents made it possible to
decrease the NVAX/ NVAX+ cycle tinme with respect to the previous generation
of VAX nmicroprocessors, thus inproving the first factor in run-tine

per f ormance.

The VAX 6000 Model 400 CPU design uses traditional microinstruction
pipelining, i.e., mcropipelining, to achieve some ambunt of overlap and
to decrease the CPI. However, using mcropipelining techniques would not
reduce the NVAX/ NVAX+ CPI to the level required to neet the performance
goal s of the NVAX/ NVAX+ projects. W achieved this reduction by using Rl SC
design and inplenmentation techniques referred to as nmacropipelining. In a
macropi pel i ned architecture, the |I-box acts nuch like a | oad/store engine,
dynami cally prefetching operands prior to instruction execution. Using the
macropi pel i ne technique in the NVAX and NVAX+ CPUs nmakes it possible to
retire one basic conplex instruction set conmputer (ClISC) macroinstruction
per cycle, as in a sinple RISC design. Although macropi pelining introduced
consi derabl e conmplexity into the NVAX/ NVAX+ design, this conmplexity
resulted in a significant performance inprovenent over a traditiona

m cropi pel i ned desi gn.

Nunmber of Specifiers per Cycle



The NVAX/ NVAX+ | -box can parse at npbst one opcode and one VAX specifier

per cycle. The |I-box design initially considered was capabl e of parsing two
speci fiers per cycle. Although this parsing scheme represented significant
conplexity and circuit risk, intuitively, it seemed inportant to quickly
retire specifiers in the I-box in order to keep the macropipeline full
However, the performance nodel predicted a maxi mum perfornmance i nprovenent
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of less than two percent on our traces, and we decided to limt conplexity
and schedul e risk by parsing only one specifier per cycle.

F- box Design

The NVAX F-box design is highly | everaged fromthe VAX 6000 Model 400 F-
chip design. Rather than start from scratch, we integrated the existing
design onto the NVAX and NVAX+ CPU chi ps and added a final -stage bypass
mechani sm In addition, unlike the original F-chip inplenmentation, the
NVAX/ NVAX+ control of the F-box allows a fully pipelined operation,

which significantly inproves floating-point performance over the F-chip
design. Although a totally new design would have had shorter floating-point
| at enci es, the conbination of a fully pipelined operation and a final -

st age bypass allowed us to achi eve our performance goal, while neeting our
time-to-market goal

Cache Coherence

Performance studies with the previous generation of VAX m croprocessors
clearly indicate that systembus wite bandwidth |inmts performance

unl ess an external write-back cache is inplenented. In addition, the VAX
architecture required that we inplenment the cache coherence protocol in
har dwar e

The NVAX i npl enentation uses a directory-based coherence protocol for
conpatibility with existing and planned target system platforns. The NDAL
bus supports nultiple outstanding read and wite requests, which allows
the m croprocessor to utilize the capability of the system bus to process
these operations in a pipelined fashion. W investigated the possibility

of inplenmenting both directory-based and snoopy coherence protocols, but
time-to-market considerations and the opportunity to optimnize the design
for performance in existing systemplatforms outwei ghed the desirability of
supporting snoopy protocols.

For the NVAX+ inplenentation, the coherence policy is determnm ned by

har dware external to the NVAX+ chip, in the given system The NVAX+ cache
and systeminterface allows the systemenvironnment to inplenment a variety
of coherence protocols. Conpatibility with the DECchip 21064 interface
definition required limting NVAX+ to one outstandi ng external cache mni ss.
However, this limtation is nore than offset by the significantly better
mai n menory access tines achieved in target systens.

One significant advantage of the NVAX+ schene is that nost policies
associated with the external cache are determ ned by hardware outside the
NVAX+ chip (such as the coherence policy), allowing the chip to be used
in a wide variety of systems. |Inplenmenting the DECchip 21064 interface

on NVAX+ greatly reduces the hardware engi neering i nvestnment required to



deliver a VAX CPU and an Al pha AXP CPU in the sanme system environment.
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For both the NVAX and the NVAX+ chi ps, cache coherence is mmintained for
the P-cache by keeping it a subset of the external cache. Externally
originated invalidate requests are forwarded to the P-cache only when

the block is in the external cache. This mnimzes the nunber of P-cache
cycles spent processing invalidate requests. The two-way set-associative
P-cache mi ght have been slightly nore effective if it were not a subset of
the larger direct-nmapped external cache. However, this effect is far |less
significant than the effect of expending a P-cache cycle for every externa
i nval i date event.

Virtual caches al nost al ways have | ower |atency than physical caches and
usually do not require a dedicated translation buffer. The VAX architecture
supports the use of a VIC by allowi ng the cache to be incoherent with
respect to the data stream i.e., not updated with recent wites by the
CPU containing the VIC, or by any other CPU. However, some nmechani sm

nmust be defined to make the VIC coherent with the data stream In the VAX
architecture, the execution of the VAX return frominterrupt or exception
(REI') instruction perforns this function.

We chose to performa conplete flush of the VIC as part of the execution of
every RElI instruction. Because an RElI always follows a process context
switch, a flush during an RElI renpoves the process-specific virtua
addresses of the previous process and prevents conflict with (potentially
i dentical) virtual addresses for the new process. W could have al so
chosen to keep the VIC coherent with the data stream and i npl enent per-
process qualifiers that woul d have nmade per-process virtual addresses

uni que. However, coherence woul d have required both an invalidate address
and a control path to the VIC, and sone form of backmap to resolve
virtual address aliases. Per-process qualifiers would have required a VAX
architecture change and significant operating system software changes. To
reduce project risk, we chose to flush the VIC on every REl instruction.

Cache Hi erarchy

The NVAX and NVAX+ chi ps have three |levels of cache hierarchy: the VIC the
P-cache, and the B-cache. The VIC and P-cache are fully pipelined and have
m ni mum | atency, which allows instructions to be fetched and processed in
parallel at very high rates.

The default P-cache configuration causes VIC nisses to be |ooked up in
the P-cache. This | ookup process is advantageous since the VIC typically
experiences a smaller mss penalty because | atency for P-cache hits is
roughly one-third that for external cache hits. The di sadvantage is that
instruction fills can result in a higher P-cache data stream niss rate,
because they replace data that is |ikely to be referenced again. W used
the performance nodel with available traces to determ ne that | ooking up
VIC m sses in the P-cache generally resulted in higher performance. In



speci fic applications, higher performance can be achi eved by not | ooking
up instruction references in the P-cache. As a result, we inplenented P-
cache configuration bits that allow system designers to inplenment either
schene. By default, NVAX and NVAX+ systens are configured to enable both
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i nstruction and data caching in the P-cache, but this may be changed by
the console software in certain systens to support prepackaged application
syst ens.

Ext ernal Cache Size

Bot h NVAX and NVAX+ support nultiple external cache sizes to allow system
designers full flexibility in selecting external cache configurations. Wth
exi sting static RAM technol ogy, smaller external cache configurations are
usual ly faster than larger configurations. Performance nodeling indicated
that many applications, especially sone popular benchmarks, fit entirely
inin a cache whose size is 512KB or less, resulting in slightly better
per formance. However, many common applications utilize nore nmenory than
will fit in such caches and benefit nore from an external cache whose
size is 1IMB to 4MB, even with the additional |atency involved. As a
result, our system designs use |larger but slightly slower external cache
configurations.

Bl ock Size

During the analysis of the previous generation of VAX microprocessors in
exi sting systems, we observed that the 16-byte block size was too snall

to achi eve optimal performance on many applications. As a result, we chose
a 32-byte block size for the NVAX and NVAX+ internal caches. This size
provi des a good bal ance between fill size and the nunber of cycles required
to do the fill, given 8-byte fill data paths.

For compatibility with installed systens, the size of the NVAX externa
cache block and the cache fill size is 32 bytes. On NVAX+, the externa
cache bl ock size may be larger and is 64 bytes in the VAX 7000 Model 600
and VAX 10000 Mbdel 600 systens. Because both systens inplenent |ow-I|atency
menory and hi gh-bandwi dt h buses, the increase in external cache bl ock size
results in better perfornmance.

8 Special Features

The NVAX/ NVAX+ design includes several features that supplenment core chip
functions by providing added val ue in areas of debug, system nmmi ntenance,
and systens anal ysis. Anpong the features are the patchable control store
(PCS) and the performance nonitoring hardware

Pat chabl e Control Store

The base nmachine nicrocode is stored in a ROM control store in the E-

box. The 1, 600-ni croword capacity of the E-box controls macroinstruction
execution and exception handling. The PCS consists of 20 entries that can
be configured to replace or supplenent the mcrocode residing in ROM Each



PCS entry contains a content-addressable nmenmory (CAM/RAM pair that stores
the patch m croword address and patch mcroword, respectively. The ROM
control store and the PCS are accessed in parallel. Typically, words are
fetched fromthe ROM control store, but if a mcroword address matches the
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CAM in one of the PCS entries, then the PCS RAM for that entry supplies the
m croword, and the ROM out put is disabled.

Privileged software controls the | oading of the PCS by neans of interna
processor registers. In systemoperation, a patch file is normally

| oaded into the PCS early in the boot procedure, so that any m ni nal
system capabl e of starting system boot can install patches to the base

m crocode. This feature presents a way to nodify the base NVAX/ NVAX+ chip
through software; the majority of engineering change orders (ECOs) can be
acconpl i shed by rel easing new patch files, thus alleviating the need to
change the hardware design and retool for the very large-scale integration
(VLSI) fabrication.

We booted the VMS operating systemw thin 16 days of receiving first-pass
wafers fromfabrication, a tribute to a very thorough design verification.
However, the continuing rigorous testing on prototype systens reveal ed
several problens with the base m crocode and hardware. The PCS nmechani sm
hel ped to identify, isolate, and work around many of the problens during
system debug and thus all owed extensive systemtesting to continue on
first-pass chips.

For exanple, we used a sequence of PCS patches during system debug to

i sol ate an obscure failure whose synptomwas a transfer to virtual address
0. By patching the main mcrocode exception handling routine to check

for this event, we identified the instruction stream sequence that was
causing the failure. We refined the patch to place additional checking
into various instructions in the sequence. This refinenment allowed us to

i solate the exact instruction that was causing the transfer to PC 0. Wth
this information, we were then able to reproduce the problemin sinulation
and correct the second-pass design. Wthout this diagnostic capability,

we probably woul d have needed weeks or nonths of additional debug time to
isolate the failure.

In addition to using the powerful diagnostic capability of the PCS, we used
patches to correct or work around the few functional bugs that renmined in
the first-pass design. For exanple, a mcrocode patch was used to correct a
condition code problem caused by a m crocode bug during the execution of an
integer-multiply instruction. Because the E-box is central to the execution
of all instructions, we were also able to use patches to correct hardware
probl enms in other boxes. In one instance, a patch was used to inject a
synchroni zation primtive into the Mbox in order to correct an M box
design error. As a result of the sinplicity and el egance of this solution
the final second-pass correction was to nove the patch into nicrocode ROM
rather than nodify the M box hardware design
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Per f ormance Monitoring Environnment

As conput er designs increase in conplexity, their dynanm c behavi or

beconmes less intuitive. Conputer designers rely nmore and nore on enpirica
performance data to aid in the analysis of system behavior and to provide
a basis for making hardware and software design decisions. In addition,
multiple levels of logic integration on VLSI chips restrict the collection
of this performance data, because many of the interesting events are no

| onger visible to external instrunmentation. The NVAX/ NVAX+ chip design

i ncl udes hardware mnultiplexers and counters that can be configured to count
any of a set of predeterm ned, internal state changes.

Two 64-bit performance counters are nmaintained in menmory for each CPU in
an NVAX/ NVAX+ system The |ower 16 bits of each counter are inplenented
in hardware in the CPU, and at specified points, the quadword counters in
menory are updated with the contents of the hardware counters. Privileged
software can be used to configure the hardware counters to count any

one of a basic set of internal events, such as cache access and hit, TB

access and hit, cycle and instruction retire, and cycle and stall. Wen
the 16-bit counters reach a half-full state, the performance nonitor
requests an interrupt. The interrupt is serviced in a normal way, i.e.

between instructions (or in the mddle of interruptible instructions) and
at an architecturally specified interrupt priority level. Unlike other
interrupts, the performance nmonitor logic interrupt is serviced entirely in
nm crocode and then dism ssed; no software interrupt handler is required.

The m crocode conponent updates the counters in nmenory when it services

the performance nonitor interrupt. During a counter update, the nicrocode
tenporarily disables the counters, reads and clears the hardware counters,
updates the counters in nmenory, enables the counters, and resunes

i nstruction execution. The base address of the counters in nenory is taken
froma systemvector table and offset by the specific CPU nunber, creating
a data structure in nenory that contains a pair of 64-bit counters for each
CPU.

Combi ning the use of hardware, software, and the PCS created a versatile
performance nonitoring environnent{-}one that goes beyond the scope of

the basic hardware capabilities. In this environment, we can correlate the
counts with higher-level systemevents and change the representati on of
the coll ected data. For exanple, mcrocode can enable the counters every
time a process context is |oaded and di sable the counters when a process
context is saved. This feature allows us to set up workl oads and gat her
dynam c statistics on a per-process basis. W can al so use PCS patches

to nmodify the nenory counter address in order to provide an additiona

of fset based on one of the five VAX processor operating nodes: interrupt,
kernel, executive, supervisor, or user. This technique provides a new
performance counter data structure that collects statistics on a per-node,



per - process, per-CPU basis. Al so, microcode patches can be used to add
context checks that filter and count various events. For exanple, we can
patch the VAX context switch instruction to count context sw tches or patch
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the interlocked instructions to count the nunber and types of accesses to
nmul ti processor synchroni zati on | ocks.

The performance nonitoring environnment is a powerful tool that we have used
to collect the data required to anal yze hardware and software behavi or and
i nteractions, and to devel op an understandi ng of system performance. W
have applied this know edge to tune the performance of operating systens
and application software, and continue to apply the know edge to inprove
the design and performance of future hardware and software.

9 Results and Concl usi ons

Wth a focus on tinme-to-market, we shortened the originally projected NVAX
design schedule, fromthe start of inplenmentation to the conpletion of the
chip design, by 27 percent. W booted the operating systemjust 16 days
after prototype wafers becane avail able. The use of the PCS allowed us to
qui ckly debug and work around the few functional bugs that renmained in the
first-pass design. Because of the quality achieved in first-pass chips,

we were able to shorten the schedule fromchip design conpletion to system
product delivery. As a result, systens were delivered to custoners four
nonths earlier than the originally projected date.

At the sanme tinme, we were able to dramatically inprove CPU perfornmance
relative to previous VAX microprocessors by inplenmenting a macropipelined
design, in which multiple autononous functional units cooperate to execute
VAX instructions. Qur internal goal was performance in excess of 25 tines
the performance of the VAX-11/780 system W significantly exceeded this
goal as denonstrated by the followi ng Standard Perfornmance Eval uation
Cooperative (SPEC) Rel ease 1.2 performance ratings:[13]

SPECmark 40.5
SPECfp  48.8
SPECint  30. 4

These ratings were nmeasured on a VAX 6000 Mbdel 600 systemat the initia
announcenent and are two to three tinmes higher than those for the previous
VAX m croprocessor running in the same system Software and system tuning
has subsequently inproved the initial nunbers on all systens.

The NVAX/ NVAX+ desi gn provi des an upgrade path and system i nvest nent
protection to custoners with installed VAX systens, as well as a nigration
path from an NVAX+ nicroprocessor to a DECchip 21064 m croprocessor in the
new Al pha AXP systens.
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